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Numerical Modeling of 
Conjugate Heat Transfer on 
Complex Geometries With 
Diagonal Cartesian Method, 
Part I: Methods 
In this study, a diagonal Cartesian method for thermal analysis is developed for simula­
tion of conjugate heat transfer over complex boundaries. This method uses diagonal line 
segments in addition to Cartesian line segments to approximate complex boundaries in 
Cartesian coordinates. The velocity fields are also modeled using the diagonal Cartesian 
method. The transport equations are discretized with the finite analytic (FA) method. The 
current work is validated by simulating a rotated lid-driven cavity flow with conjugate 
heat transfer, and accurate results are obtained. 

1 Introduction 
Many heat transfer simulations in use today are capable of 

computing only one mode of heat transfer. That is, if conduction in 
a solid is being calculated, convection is used as a boundary 
condition, with either the surface temperature or the heat transfer 
coefficient h assumed to be known (and usually constant). Like­
wise, if fluid convection is being calculated, either the surface 
temperature or the heat flux is assumed known (and again, usually 
constant). In many engineering applications, however, these inter­
face quantities are unknown and/or variable. To simulate these 
problems accurately requires simultaneous solution of heat transfer 
in the solid and fluid domains, i.e., conjugate heat transfer analysis. 

Mori et al. (1974, 1976) found analytical solutions for conjugate 
heat transfer in fully developed laminar flow between stationary 
parallel plates and in a circular tube. Cao and Faghri (1991, 1992) 
solved conjugate forced convection in an axisymmetric pipe that 
was enclosed in a phase-change material (PCM) energy storage 
module, for both laminar and turbulent flows. Ray and Srinivasan 
(1992) developed a simulation for conjugate laminar mixed con­
vection in a shrouded array of electronic components. By assuming 
the flow was hydrodynamically and thermally fully developed in 
one direction, the problem was reduced to a two-dimensional 
problem. A similar approach was taken by Weisberg and Bau 
(1992) to perform a numerical study of conjugate laminar forced 
convection in microchannels utilized as heat exchangers for elec­
tronic cooling. Conjugate heat transfer in channel flow over an 
array of integrated circuits (IC's) mounted along one wall of the 
channel was studied numerically by Wang and Saulnier (1993). 
The problem was modeled as two-dimensional, with four IC's in 
the solution domain. The simulation was performed for laminar 
flow with Re = 1300. Using air as the working fluid, a parametric 
study was performed by varying the conductivity of the circuit 
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board (PCB) materials and the IC materials. It was found that the 
thermal field was much more sensitive to the PCB conductivity 
than it was to the IC conductivity. Finally, the current authors (Lin 
et al., 1997; Carlson et al., 1997) modeled conjugate heat transfer 
in a compact heat exchanger with regular (i.e., Cartesian-oriented) 
fins. The analysis showed that assuming the heat exchanger walls 
and fins have a constant temperature (as opposed to using conju­
gate heat transfer analysis) results in an overprediction of the heat 
transfer by five to eight percent for Reynolds numbers between 50 
and 500. 

Notice that all the research mentioned above includes relatively 
simple geometries. Very few conjugate heat transfer analyses have 
been performed involving truly complex geometries. In order to 
simulate incompressible flows over complex geometries, the diag­
onal Cartesian method was developed by the current authors (Lin 
et al., 1998). A structured Cartesian grid is used to retain the 
simplicity of a Cartesian coordinate system. Complex boundaries 
are approximated using both Cartesian grid lines and diagonal line 
segments. An enlarged control volume method is introduced to 
ensure mass conservation and to treat pressure boundary condi­
tions on complex boundaries. Conservation of momentum and 
energy are enforced with the finite analytic (FA) method, using 
nine-point and five-point FA elements (Chen et al., 1981, 1984; 
Lin et al, 1998). 

In this paper, the diagonal Cartesian method is used to simulate 
conjugate heat transfer involving complex geometries. Part I of the 
paper describes the diagonal Cartesian method for thermal analy­
sis, and its verification. Application of this method to the design 
and analysis of a compact heat exchanger with complex fins is 
given in Part II of this paper. 

2 Formulation of the Problem 
The fluid is assumed to be an incompressible Newtonian fluid 

with constant properties, and there is no heat generation in the 
solid or fluid domains. With these assumptions, the equations that 
govern laminar fluid flow and conjugate heat transfer are as fol­
lows. 

Fluid domain: 

«,. + v., — 0 (1) 

u, + uux + vuy = -px + j ^ {uxx + uyy) (2) 
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1 
v, + uvx + vvy = -py + — (vxs+ vyy) Re 

9,+ u8x+ v8y = 5 - (6 9„) 

Solid domain: 

as 1 
( Oxx + 6y v) 

(3) 

(4) 

(5) 

where the variables for time, space, velocity, pressure, and tem­
perature have been nondimensionalized by the characteristic time 
LIU,d, characteristic length L, characteristic velocity Urcf, charac­
teristic dynamic pressure p[/r

2
cf, and characteristic temperature 

difference AT. The Reynolds number is defined as Re = UKSLIV, 
where v is the kinematic viscosity of the fluid. The Peclet number 
is defined as Pe = Re Pr, where Pr is the Prandtl number of the 
fluid. as and af are the thermal diffusivities of the solid and fluid, 
respectively. The Dirichlet velocity boundary condition is 

v = ybc (6) 

where ybc is the dimensionless boundary velocity vector. The 
temperature boundary condition at the computational (outer) 
boundary can be specified as either a given temperature or a given 
heat flux. The temperature boundary condition at solid/fluid inter­
faces (inner boundaries) is the conservation of energy flux, given 
as 

( 0 J I fluid ~ r, (&n) I solid 
Kf 

(7) 

where kf and ks are the fluid and solid thermal conductivities, and 
n is the direction normal to the interface. Enforcement of this 
interface temperature boundary condition provides the necessary 
coupling between the solid and fluid domains to simulate conju­
gate heat transfer. 

1 - Original Geometry 
2 - Approximated Geometry 

Fig. 1 Diagonal Cartesian approximation of complex boundaries 

3 Diagonal Cartesian Method for Complex Geometries 
The diagonal Cartesian method is utilized to approximate com­

plex geometries and to simulate incompressible fluid flows over 
complex boundaries. As shown in Fig. 1, complex geometries are 
approximated by both Cartesian grid lines and diagonal line seg­
ments. The conservation of mass and momentum on complex 
boundaries is enforced by the enlarged control volume method, 
which is described in detail in Lin et al. (1998). It is found that the 
diagonal Cartesian method can provide an accurate simulation of 
incompressible flow over complex boundaries. 

3.1 Discretization of Governing Equations. The momen­
tum and energy equations given in Eqs. (2)-(5) are discretized 
using the FA method (Chen et al., 1981, 1984). This yields 

up = ap 2 (C„hu„i,) + (1 ~ ap)u° - apS", 
dp] 

dx (8) 

Nomenclature 

C = finite analytic coefficients 
D*, D*w = source term of pressure 

equation 
L = characteristic length of 

domain 
Nu = local Nusselt number Nu 

= hLIk, 
Nu = average Nusselt number 
Pe = Peclet number Pe = Re Pr 
Pr = Prandtl number Pr = v/af 

Re = Reynolds number Re = 
UafLlv 

Sem = energy generation term for 
temperature equation 

= dimensional temperature 
= characteristic velocity 

T 
Uref 

aw, 
', as 

= coefficients of pressure 
equation 

cf = specific heats of the solid 
and fluid, respectively 

h = heat transfer coefficient 
kf = thermal conductivities of 

the solid and fluid, respec­
tively 

n = direction normal to the 
solid/fluid interface 

P 
< ? " 

t = 

x, y 

Greek 

dimensionless pressure 
heat flux 
energy generation per unit vol­
ume 
weighting factors for wall 
temperature equations 
dimensionless time 
dimensionless velocities in x 
and y directions 
dimensionless velocity vector 
dimensionless velocity vector 
at boundaries 
dimensionless Cartesian coor­
dinates 

ap = coefficients for the discretized 
momentum equations 

a.„ af = thermal diffusivities of the 
solid and fluid, respectively 

At = dimensionless time step size 
AT = characteristic temperature dif­

ference 
Ax, Ay = grid intervals in x and y direc­

tions 

v — kinematic viscosity of fluid 
p = density of fluid 
T = dimensional time 
8 = dimensionless temperature 

f}j,„ = dimensionless bulk exit 
temperature 

Superscripts 
0 = variables at previous time 

step 
* = pseudo-variables 

P, E, W, 
N, S 

e, w, n, s 

Subscripts 
/ , s, P, E, 

W, N, S 
NE, NW, 

SE, SW 

= central node and four 
neighboring nodes 

= cell surface positions of a 
smaller control volume 

fluid or solid value 

central node and eight 
neighboring nodes 

e, w, n, s — cell surface positions of a 
smaller control volume 
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Solid domain 

Fluid domain 

outer boundary 

nner boundary 

•--Regular nodes for u,v,p • - Outer boundary nodes o-Ohost boundary nodes 

• — Diagonal surface nodes 

Fig. 2 Conservation of mass and momentum on complex boundaries 

VP = a<> X (C„bv„b) + (1 - ap)v° - apS'p[ — 

where 

and 

^ (l + (CpRe/r) 

s; = s; = c„ Re 

ep = a„ 5) (cnbej + (i -ap)e°p 

where fluid domain: 

solid domain: 

1 
1 + (C. Pe/r) 

1 + Cp ~ Pe/T 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

u°, v°p, and 0° are values at node P from the previous time step, 
and C„t and Cp are the FA coefficients (Chen et al, 1981, 1984). 
m = 8 for regular nodes (nodes which are not on or adjacent to 
diagonal boundaries) such as node P, in the lower part of Fig. 2, 
and m = 4 for nodes adjacent to diagonal surfaces, such as node 
P4. Detailed analysis of the accuracy of the FA method is given in 
Chen et al. (1981, 1984). 

3.2 Ghost Boundary Nodes and Enlarged Control Volume 
Method. Conservation of mass in the fluid region is achieved 
with a pressure equation that uses control volumes such as the 
cross-hatched regions shown in Fig. 2. These control volumes are 
denoted using the lowercase letters n, s, e, and w to distinguish 

them from the nodes that make up the FA elements, denoted with 
uppercase letters in Fig. 2. Details of the treatment of the pressure 
equation for regular geometries are given in Lin et al. (1997). For 
fluid nodes adjacent to diagonal surfaces, mass conservation is 
enforced on an enlarged trapezoidal control volume such as the 
one shown for node P2 in Fig. 2. From the principle of mass 
conservation over this enlarged control volume, the following 
pressure equation is obtained (Lin et al, 1998): 

ipPP 

where 

EPE+ awPw + aNPN+ asPs- (£>* + D*w) (15) 

D* 
U* 

Ax 
Uw+V*H- V* 

Ayj 

°w~ Ax Ayj / " ' - 1 ' 

(16) 

(17) 

The related coefficients and parameters are given in Lin et al. 
(1998). 

Conjugate heat transfer analysis for regular boundaries requires 
the introduction of ghost boundary nodes such as nodes SW, S, 
and SE shown for node P3 in the lower part of Fig. 2. This is 
necessary because there are no actual computational nodes on 
regular interfaces (in Fig. 2, the computational nodes lie at the 
intersections of the dashed lines). Ghost nodes are introduced 
using the interface temperature boundary condition given in Eq. 
(7) to relate the temperatures at the ghost nodes to the temperatures 
of the computational nodes directly above and below the ghost 
nodes. This results in the following discretized temperature equa­
tion, which includes only actual computational nodes: 

eP = 
a„ [CNWvNW + CNvN + CNEvN p' (1 -aprfs) 

+ (Cw + rfCsw)ew + (CE + rjCSE)6E + rsCsw8sw 

+ r,CsBs + rsCSE6SE] + \ n
a ' , 0% (18) 

V1 aprf~S) 
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Fig. 3 Nodes near a complex boundary 

It is important to note that Eq. (20) requires a uniform grid. The 
discretization of the interface temperature boundary condition for 
a nonuniform grid (see Fig. 4(b)) is much more complicated than 
for a uniform grid. Additional calculations and programming are 
required, such as determining between which pair of points the 
normal passes. For example, 8nf could lie between nodes NE and 
EC or between NC and NE, depending on the local grid spacing. 
Additionally, interpolation must be employed to find Qnf and 0„. 

In an attempt to overcome these complications, a second ap­
proach was investigated. In this approach, which will be referred to 
as the control volume method, the temperature at node P is related 
to the temperatures of its neighbors through an energy balance. 
Consider the nonuniform grid shown in Fig. 5(a). Performing an 
energy balance on the cell containing P (shown in Fig. 5(b)) results 
in 

q'Mi + q'Mj ~ 4"AX,. - q"eAYj + i AX.Ay^,,, 

dTP 
^ ( p . A + P / ^ A X . A ^ . — (23) 

The corresponding coefficients and a detailed analysis are given in 
Carlson et al. (1997). 

4 Conjugate Heat Transfer for Complex Boundaries 
Conjugate heat transfer at regular boundaries has been modeled 

with the ghost boundary node method just described, and simula­
tion of incompressible flow over complex boundaries has been 
achieved with the diagonal Cartesian method (Lin et al., 1998). 
This section describes the treatment of conjugate heat transfer at 
complex (i.e., diagonal) boundaries. 

Consider two nodes, PI and P2, which are close to the complex 
boundary shown in Fig. 3. Node PI is diagonally adjacent to the 
complex boundary. However, it is still possible to form a homo­
geneous nine-point FA element around this node, so a nine-point 
FA element is used. Node P2 is horizontally and vertically adja­
cent to the complex boundary. It is not possible to form a homo­
geneous nine-point FA element around nodes which are horizon­
tally or vertically adjacent to a complex boundary, so a five-point 
FA element is employed here instead of a nine-point FA element. 
Notice that, unlike regular boundaries formed with Cartesian line 
segments, boundaries formed with diagonal segments pass through 
the computational nodes. Because of this, no additional work is 
required to compute wall temperatures, since those values are 
computed at the neighboring nodes (WC and SC, in this example). 

The final situation that must be addressed is the computation of 
temperature for nodes that lie on diagonal boundaries, such as 
those shown in Fig. 4. The equation for the temperature at interface 
nodes such as node P in Fig. 4(a) can be derived directly from the 
interface temperature boundary condition. This will be referred to 
as the boundary condition method. For a uniform grid such as in 
Fig. 4(a), finite differencing can be used to discretize the interface 
temperature boundary condition (Eq. (7)) at node P, which gives 

k, 6P - d„ 
(19) 

where d is the dimensionless distance from node NE to P and from 
P to SW. This can be simplified to 

where 

1 ~ Cg 

&SW ~ 

LNF. ~~ 

+ CN 

ks 

•f 

k, + k/ 

(20) 

(21) 

(22) 

where the q" values are the heat fluxes through each cell face and 
qhl is the energy generation per unit volume in the solid. Neglect­
ing convection, the heat flux can be written as 

ST 

dn 
(24) 

where n is the direction normal to the cell face. Discretizing Eq. 
(24) with finite differencing, substituting the result into Eq. (23) 
and nondimensionalizing with the characteristic quantities L, Urc!, 
AT, and AT yields 

(a) uniform grid 

(b) non-uniform grid 

Fig. 4 The boundary condition method 
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|ay, 
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Twc 
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AX; ' 

~1 
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r- 4-
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(a) non-uniform grid (b) energy balance 

Fig. 5 The control volume method 

OP-ks 

kf 

Osc ~~ Op 

Ays 

ks 
^X'+kf 

Op ~ 0EC 

AxE 

Owe Op 
Axw 

AVj-

L2AxAyjqhs 
Ay'+ 2kfAT 

AXiAyj Pe / p„cs 

2At [ pff
 + 

So vin g this e xprt jssion 1 or 8P gives 

AyN 
Ax, 

1 ( 0 , - 0 ° ) . (25) 

Op ~ fi {CscOsc + CWC0WC + CNC0NC 

+ CEC0EC + Ste„ + M0P] (26) 

where 

C, 

^wr — 

l^F.c. ~~ 

ksAxt 

k,Ays 

ksAyj 

KflAX\\f 

Ax, 

' &yN 

A ^ 

Ax,,-

Cp — C; •sc + CNC + Cwc ~r CEC + M 

= L2AxAyjqhs 
een ~ 2kAT 

AxAyjPc (Psc 

2Ar \pfy 

(27) 

(28) 

(29) 

(30) 

(3D 

(32) 

(33) 

Implementation of the control volume method (Eq. (26)) is the 
same for both uniform and nonuniform grids, which makes it 
easier to program and more robust than the boundary condition 
method (Eq. (20)). Notice that although the control volume method 
does not directly use the interface temperature boundary condition 
given in Eq. (7), the energy balance from which it derives does 
account for the two different materials within the control volume. 
Finally, the control volume method neglects convection, but con­
vection is minimal very close to interfaces, and this error should 
decrease as the grid size decreases. 

The boundary condition and control volume methods were 
compared by computing conjugate heat transfer for a rotated 
lid-driven cavity flow (see Section 6 for details) with Re = 100, 
Pr = 1 and K = kjkf = 2. Figure 6 shows the local Nusselt 
number curves along the heated moving wall computed using both 
methods. Both of these solutions were computed on a 100 X 100 

uniform grid, which includes 56 X 56 nodes in the fluid domain. 
These curves are compared to the curve obtained from solving the 
same problem for a regular (unrotated) cavity on a 49 X 49 grid 
(39 X 39 in the fluid). The two methods produce a very similar 
curve, with the boundary condition method being slightly more 
accurate than the control volume method. This problem was also 
solved for K = 20 and 2000. As K increases, the difference 
between the boundary condition and control volume results de­
creases slightly. It is seen, then, that there is little difference in the 
results produced by these two methods. Because of its simplicity 
and robustness, the control volume method is utilized in the 
present simulation. 

As a final note, it is worth mentioning that a nonstaggered grid 
is employed in this work, so the temperature and velocity compo­
nents for each node are computed at the same location. Because of 
this, the momentum and energy equations are discretized over the 
same set of FA elements. Therefore, the boundary treatments 
discussed in this section for nodes near solid/fluid interfaces also 
apply to the solution of the momentum equations. In fact, appli­
cation to the momentum equations is simpler, because while the 
interface temperature is unknown and requires special treatment, 
the velocity of the interface is a known quantity which can be 
directly used in the solution. 

5 Numerical Solution Procedure 
The two-dimensional simulation developed in this work numer­

ically solves the discretized pressure and transport equations using 
a modified version of a PISO/SIMPLEC scheme (Pressure-Implicit 
with Splitting of Operators (Issa, 1986), Semi-Implicit Method for 
Pressure-Linked Equations—-Consistent (Doormaal and Raithby, 
1984)). The computational procedure is as follows: 

1 Specify the initial conditions for the velocity, pressure, and 
temperature fields. 

2 Calculate the FA coefficients for velocity in Eqs. (8) and (9). 
3 Solve the momentum equations (Eqs. (8) and (9)) implicitly 

for u and v with an ADI (Alternating Direction Implicit) algorithm, 
using the pressure field from the previous time step. 

4 Return to Step 2 until convergent velocities are obtained. 
5 Update the FA coefficients. 
6 Solve the pressure equation (such as Eq. (15)) implicitly 

with the ADI algorithm. 
7 Update the velocities explicitly using Eqs. (8) and (9). 
8 Return to Step 5 until both the pressure and velocity fields 

are converged. 
9 Using the converged velocity field for the current time step, 

calculate the FA coefficients for temperature in Eq. (12) or (18). 
10 Solve Eq. (12) or (18) implicitly for the temperature field 

with the ADI algorithm. 
11 Repeat the above step until a convergent temperature field 

is obtained. 

39x39,Pr=l,K = 2 
56 x 56 rotated, control volume method 
56x56 rotated, boundary condition method 

•0.4 -02 0.0 02 0.4 

Fig. 6 Local Nusselt number curves along the heated cavity wall 

Journal of Heat Transfer MAY 1999, Vol. 121 / 257 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.6-p 
0 . 5 - -

-0.5-
-0.6-

6hwo= ! 

li„ = I 

1 • ! J ' ' • > * : 

f 

-i 

: • • » . 

— 7 

M 

"cwo 

K S 

H 
8 m = 0 -H 

-0.6 -0.5 0 0.5 0.6 

(a) regular cavity 

(b) rotated cavity 

Fig. 7 Regular and rotated thick-walled lid-driven cavities 

12 Return to Step 2 for the next time-step. 

Notice that for steady-state problems, the temperature field is 
computed after the converged steady-state velocity and pressure 
fields are obtained. Since the velocity field does not change 
throughout the computation of the temperature field, the energy 
equation is linear. The solution of the energy equation for a 
steady-state temperature field reduces to solving a linear partial 
differential equation with constant coefficients. Thus, the compu­
tation is very stable, and a large time-step size can be used to 
march toward the desired steady-state solution. In the steady-state 
simulations performed in this work, a time-step size of At = 1030 

is used to ensure that the solution proceeds to steady-state as 
rapidly as possible. 

Convergence is determined by computing the residuals Apmx, 
Awmax, Avm„, and A0max, which are defined as the maximum 
difference (over all points in the computational domain) between 
the values of that variable computed at the present and previous 
iterations. Unless otherwise stated, the pressure, velocity, and 
temperature fields are considered convergent when Apmax is less 
than 10"" and Awmax, Avmm, and A0max are less than 1CT5. All 
computations were performed on a SGI Indigo2 workstation, 
which has a 200 MHz R4400 processor. 

6 Verification of Conjugate Heat Transfer Over Com­
plex Boundaries 

The verification of the diagonal Cartesian method for the mod­
eling of velocity and pressure fields in flows with complex bound­
aries was shown in detail by Lin et al. (1998). The verification of 
the diagonal Cartesian method for temperature fields is achieved in 
the present section through the simulation of conjugate heat trans­
fer in a thick-walled lid-driven cavity flow. 

Burggraf (1966) and Chen et al. (1981) solved for convective 
heat transfer inside a lid-driven cavity with given wall (solid/fluid 

interface) temperatures. To formulate a cavity problem involving 
conjugate heat transfer, the walls of the cavity are given a finite 
thickness and thermal conductivity, as shown in Fig. 7. The cavity 
consists of three stationary walls and one wall which is moving 
with a dimensionless velocity of one. The outer surfaces of the 
stationary walls have a dimensionless temperature of zero, and the 
outer surface of the moving wall has a dimensionless temperature 
of one. The moving wall causes the fluid inside the cavity to rotate, 
and the fluid exchanges heat with all four cavity walls. The effects 
of varying thermal conditions are studied by solving the problem 
for Reynolds number Re = 100 with Prandtl numbers Pr = 0.1 and 
1, and conductivity ratios K = k,/kf = 2, 20, 2000 and °° (only 
convection). In order to validate the simulation of conjugate heat 
transfer for complex geometries, this conjugate cavity problem is 
solved both as shown in Fig. 1(a) (regular cavity), and rotated by 
45 degrees as shown in Fig. 1(b) (rotated cavity). The results from 
the regular cavity, which has only rectilinear boundaries, are used 
as a benchmark for comparison with the rotated cavity results. 

It should be noted that the choice to rotate the cavity by 45 
degrees, which aligns the cavity boundaries exactly with the diag­
onal lines utilized by the diagonal Cartesian method, was a delib­
erate choice. The ability of the diagonal Cartesian method to model 
arbitrary geometries was demonstrated by Lin (1997) and Lin et al. 
(1998) using (among other geometries) a lid-driven cavity that was 
rotated by 30 degrees. The conjugate heat transfer model used for 
regular (i.e., Cartesian) geometries was validated by Bravo (1991). 
The purpose of the arrangement used here is to evaluate the 
accuracy of the conjugate heat transfer model utilized for complex 
(i.e., diagonal) boundaries. By aligning the cavity with the diago­
nal grid lines, it is possible to remove the error in the solution due 
to the boundary approximation, which means any error in the 
solution is due to the complex conjugate heat transfer model. In 
addition, the cavity rotated by 45 degrees has only diagonal bound­
aries (as opposed to a combination of diagonal and regular line 
segments, which would result from rotation by any other angle), 
and as such it serves as a rigorous test of the complex boundary 
conjugate heat transfer model. 

For the rotated cavity, grid independence of the Re = 100 flow 
field was established by computing the velocity and pressure fields 
for three different grids: 64 X 64, 76 X 76 and 100 X 100. These 
grid sizes are deceptively large, because the solution domain for 
the rotated cavity has many nodes which are outside both the fluid 
and the cavity walls, and are therefore inactive (see Fig. 1(b)). The 
actual number of nodes used is considerably smaller. For example, 
the 64 X 64 grid has 43 X 43 nodes in the fluid and cavity walls 
(total number of active nodes), with 35 X 35 nodes in the fluid. 
The time steps necessary for a converged solution were At = 
0.08, 0.05, and 0.025 for the 64 X 64, 76 X 76, and 100 X 100 
grids, respectively. As in the regular cavity, these problems were 
run to a dimensionless time of 40. The CPU times required for 

49x49 (39x39 in fluid) 
rotated 64x64 (35x35) 
rotated 76x76 (42x42) 
rotated 100x100 (56x56) 
Burggraf (40x40) 
Chen and Bravo (30x30) 

Fig. 8 Local Nusselt numbers along the heated wall for Re = 100, 
Pr = 1 
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Fig. 9 Comparison of regular and rotated cavity Nusseit number curves 
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Fig. 11 Comparison of heated wall temperatures for Pr = 0.1 

these simulations were 4700 seconds, 10,500 seconds, and 35,100 
seconds. 

To establish temperature field grid independence, the case of 
Pr = 1, K = t» was solved for each grid. The local Nusseit number 
curves along the heated wall for each of these grids are shown in 
Fig. 8 (the calculation of the Nusseit number is described in Part 
II of this paper). The results agree well with those of Burggraf 
(1966) and Chen et al. (1981). As the grid is refined, these curves 
move closer to the curve obtained for the regular cavity. For the 
sake of clarity, Fig. 9 displays only the 49 X 49 regular cavity 
curve and the 100 X 100 rotated cavity curve. The 100 X 100 grid 
results agree well with the 49 X 49 regular grid curve, so the 
100 X 100 grid was selected for the rotated cavity computations. 

The temperature fields were then computed for Pr = 0.1 and 1, 

K = 2, 20, 2000, and o° using the 100 X 100 grid. The isotherms 
for the different conductivity ratios with Pr = 1 are shown in Fig. 
10. These isothermal plots are qualitatively very similar to the 
corresponding regular cavity results (see Carlson (1997) for more 
detail). The Pr = 0.1 isotherms also agree well with the corre­
sponding regular cavity results. 

A comparison of the heated wall temperature (inner surface) for 
the regular and rotated cavities with Pr = 0.1 is shown in Fig. 11. 
The agreement between the regular and rotated results is excellent 
in the middle of the wall. Near the wall ends, the rotated cavity 
wall temperatures are slightly higher than the regular cavity values, 
but still show good agreement. 

Figure 12 compares the local Nusseit number curves of the 
regular and rotated cavities for the different cases being studied. 
The regular and rotated cavity results agree well with each other, 
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Fig. 10 Isothermal plots for the rotated cavity with Re = 100, Pr = 1 
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Fig. 12 Local Nusselt number comparison for convection only, Re 
100 

and with the numerical results of other researchers. All of these 
cases show good agreement between the regular and rotated re­
sults. 

7 Conclusions 
This paper presents a diagonal Cartesian method for thermal 

analysis. The boundary condition and control volume methods are 
proposed for conjugate heat transfer over complex boundaries. It is 
verified that the conjugate heat transfer model used in the present 
simulation is valid for complex as well as regular geometries. The 
good agreement between the present results and those of other 
researchers demonstrates that, even for the extreme example of a 
rotated cavity where all the boundaries are complex (diagonal), 
accurate conjugate heat transfer results can be computed for com­
plex geometries on a Cartesian grid. This method is applied to the 
design and analysis of a compact heat exchanger in Part II of this 
paper. 
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Numerical Modeling of 
Conjugate Heat Transfer on 
Complex Geometries With 
Diagonal Cartesian Method, 
Part II: Applications 
Part I of this study discusses the diagonal Cartesian method for temperature analysis. The 
application of this method to the analysis of flow and conjugate heat transfer in a compact 
heat exchanger is given in Part II. In addition to a regular (i.e., Cartesian-oriented) fin 
arrangement, two complex fin arrangements are modeled using the diagonal Cartesian 
method. The pressure drop and heat transfer characteristics of the different configurations 
are compared. It is found that enhanced heat transfer and reduced pressure drop can be 
obtained with the modified fin arrangements for this compact heat exchanger. 

1 Introduction 
Finned heat exchangers are devices commonly used in the 

electronics and computer industries to remove heat from a device. 
For applications with limited space, compact heat exchangers are 
frequently used. Flow in compact heat exchangers is often de­
signed to be laminar. This is beneficial because laminar flow 
causes a smaller pressure drop across the heat exchanger compared 
to turbulent flow, and hence decreases power consumption. In 
addition, less noise is generated. However, less mixing of the fluid 
occurs in laminar flow, which decreases the heat transfer to the 
fluid. A common method for enhancing heat transfer is to add fins 
which are staggered in the streamwise direction. An example of 
this is shown in Fig. 1. Adding fins enhances the fluid mixing, 
enlarges the contact area over which heat transfer can occur, and 
increases the time it takes the fluid to meander through the heat 
exchanger. All of these changes augment heat transfer. The trade­
off in adding fins is an increase in the pressure drop across the heat 
exchanger. It is important to optimize this trade-off using an 
accurate conjugate heat transfer analysis of the compact heat 
exchanger. 

Bravo and Chen (1989) performed a numerical study on a short 
heat exchanger such as the one shown in Fig. 1. The overall 
dimensions of their heat exchanger were 5L X 2L, with wall and 
fin thicknesses of 0.125L. They considered a heat exchanger 
without fins, one with one pair of fins and one with two pairs of 
fins. The fin heights used were 0.5L, L, and 1.5L. The study was 
done for Prandtl numbers of 0.7 (air) and 4 (water), and Reynolds 
numbers 100, 150, 300, and 500. Bravo and Chen found that 
increasing the Prandtl number or the Reynolds number increased 
the average Nusselt number (and hence the heat transfer). Addi­
tionally, increasing the number of fins or the fin height resulted in 
an increase in the Nusselt number and an associated increase in the 
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pressure drop across the heat exchanger. However, the increase in 
the pressure drop was several orders of magnitude larger than the 
increase in the heat transfer. The same conclusions were reached 
by Kelkar and Patankar (1987), in a similar study of the periodic 
fully developed region of a longer staggered fin heat exchanger. Of 
the different geometries studied, Bravo and Chen (1989) con­
cluded that possibly the most efficient design (significant heat 
transfer augmentation with minimal increase in pressure drop) was 
the one shown in Fig. 1. 

The study of Bravo and Chen (1989) assumed that the wall and 
fin temperatures were constant. In other words, the thermal con­
ductivity of the fins and walls was considered to be infinite. 
However, examining the fins in Fig. 1, one expects that the fin 
temperature should decrease near the tip, since the fin conductivity 
is finite. The current authors (Carlson et al., 1997) investigated the 
conjugate effects of fin and wall conduction on heat transfer to the 
fluid flowing through the compact heat exchanger shown in Fig. 1. 
It was found that the constant wall temperature assumption over-
predicts the heat transfer for the compact heat exchanger by five to 
eight percent when Re is between 50 and 500. 

The finned heat exchanger increases the bulk fluid temperature 
at the heat exchanger exit by 70-450 percent when compared with 
the same heat exchanger without fins. However, the pressure drop 
for the finned heat exchanger is considerably larger than for the 
finless heat exchanger. This may be acceptable if the power re­
quired to overcome the additional pressure drop is inexpensive, or 
if augmentation of heat transfer in a limited amount of space is 
necessary. If this type of heat exchanger is to be employed in such 
applications, it would be beneficial to optimize the geometry in 
order to maximize the heat transfer and minimize the pressure 
drop. It was found (Carlson et al, 1997; Carlson, 1997) that there 
is very little heat transfer on the downstream side of the fins and on 
the wall above the heat exchanger entrance (i.e., in the large 
recirculation zones). It is also evident that the heat transfer will 
increase if the fin temperatures can be kept higher near the fin tips. 
One way to achieve this is to redesign the heat exchanger so that 
the fins are wider at the base and taper toward the fin tips. This 
design change will increase the amount of highly conductive 
material for heat to move through as it progresses toward the fin 
tips, and should increase the fin tip temperatures. The wider fin 
bases should also reduce the size of the recirculation zones, which 
will bring more rapidly moving fluid into contact with the fins and 
walls, thus increasing the heat transfer. 

Two modified heat exchanger geometries which take these 
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Fig. 1 Compact heat exchanger with staggered fins 

5L 

Fig. 2 Complex fin heat exchanger C1 

points into consideration are studied here. The first modified ge­
ometry is shown in Fig. 2. In this complex fin heat exchanger 
(which will be referred to as CI), the regular fins are modified so 
they begin to taper to a wider base half way down the fin. The 
geometry directly above the entrance and below the exit of the heat 
exchanger are modified in a similar manner. The second complex 
fin heat exchanger (C2) is shown in Fig. 3. In this heat exchanger, 
the fins begin to taper at the fin tips instead of in the middle as in 
CI. Again, the areas above the entrance and below the exit are 
modified as well. The surfaces in CI that are neither vertical nor 
horizontal are all 45-deg angles, which allows them to be modeled 
exactly with the diagonal Cartesian method. The corresponding 
surfaces in C2 are not 45-deg angles, so this geometry must be 
approximated. Conjugate heat transfer and pressure drop will be 
analyzed for these two geometries, and compared with results for 
the heat exchanger in Fig. 1 and a finless heat exchanger. 

2 Formulation of the Problem and Numerical Ap­
proach 

The fluid is assumed to be an incompressible Newtonian fluid 
with constant properties, and there is no heat generation in the 
solid or fluid domains. With these assumptions, the equations 
which govern laminar fluid flow and conjugate heat transfer are as 
follows: 

fluid domain: 

«,. + w„ = 0 

U, + UUX + VUy = —Px + rr— (Uxx + Uyy) 

1 
v, + uvx + vvy = -py + — (vxx + vyy) 

(1) 

(2) 

(3) 

9,+ udx+ v6 

solid domain: 

0, 
a, 1 
af Pe 

1 

Pe 

(0XX + 8yy) 

(4) 

(5) 

where the variables for time, space, velocity, pressure, and tem­
perature have been nondimensionalized by the characteristic time 
LHJ„S, characteristic length L, characteristic velocity £/rcf, charac­
teristic dynamic pressure pU2

af and characteristic temperature dif­
ference AT. The Reynolds number is defined as Re = U^LIv. The 
Dirichlet velocity boundary condition v = \bc is applied at the 
walls. The temperature boundary condition at the computational 
(outer) boundary can be specified as either a given temperature or 
a given heat flux. The temperature boundary condition at the 

5L 

Fig. 3 Complex fin heat exchanger C2 
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Nomenclature 

AND = dimensional average normal 
distance 

Cpr = pressure coefficient 
£1 = total length error 
E2 = dimensionless average normal 

distance 
LA, LO = total length of the original 

and approximated contours 
LD = characteristic length of the 

computational domain 
L = characteristic length 

Nu = local Nusselt number Nu = 

hLlk{ 

Nu = average Nusselt number 
P = dimensional pressure 

Pe = Peclet number Pe = Re Pr 

Pr = Prandtl number Pr = vlaf 

Re = Reynolds number Re = UKtLlv 
T = dimensional temperature 

Uat = characteristic velocity 
h = convective heat transfer coeffi­

cient 
ks, kt = thermal conductivities of the 

solid and fluid, respectively 
n = direction normal to the solid/ 

fluid interface 
p = dimensionless pressure 
t — dimensionless time 

«, v = dimensionless velocities in x and 
v-directions 

v = dimensionless velocity vector 
\bc = dimensionless velocity vector at 

boundaries 

x, y = dimensionless Cartesian coordi­
nates 

Greek 

a „ af = thermal diffusivities of the solid 
and fluid, respectively 

AT = characteristic temperature dif­
ference 

v — kinematic viscosity of fluid 
p = density of fluid 
6 = dimensionless temperature 

6(,„ = dimensionless bulk exit temper­
ature 

Subscripts 

/ , s = fluid or solid value 
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El • 1.77% 
E2 = 0.0134 

0 1 2 3 4 5 

Fig. 4 Geometric approximation of heat exchanger C2 

solid/fluid interface (inner boundary) is the conservation of energy 
flux, given as 

k 
( 0 „ ) | fluid = T ("»)l (6) 

where kf and k, are the fluid and solid thermal conductivities, and 
n is the direction normal to the interface. Enforcement of this 
interface temperature boundary condition provides the necessary 
coupling between the solid and fluid domains to simulate conju­
gate heat transfer. 

The diagonal Cartesian method (Lin et al., 1998) is used for the 
current simulation of flow and conjugate heat transfer in a compact 
heat exchanger. A structured grid is utilized for the sake of 
simplicity. The method approximates complex boundaries using 
both Cartesian grid lines and diagonal line segments. A corre­

sponding automatic and problem-independent grid generation 
method was formulated for complex geometries. A pressure 
boundary condition was also developed to enforce mass conser­
vation near complex boundaries (Lin et al, 1998). The method, 
based on cell-centered nodes on a nonstaggered grid, uses ghost 
boundary nodes and boundary velocity information to avoid spec­
ification of pressure values on the boundaries. For complex bound­
aries, an enlarged control volume method is used for the conser­
vation of momentum and the treatment of pressure boundary 
conditions at diagonal surface nodes (Lin et al., 1998). The gov­
erning equations given above are discretized with the finite ana­
lytic method (Chen et al., 1981, 1984), using nine-point and 
five-point elements. A modified version of a PISO/SIMPLEC 
scheme (Pressure-Implicit with Splitting of Operators (Issa, 1986), 
Semi-Implicit Method for Pressure-Linked Equations—Consistent 
(Doormaal and Raithby, 1984)), is used to solve the discretized 
transport equations. The residual for a particular variable is the 
maximum difference (over all points in the computational domain) 
between the values of that variable computed at the present and 
previous iterations. 

3 Approximation of Complex Boundaries and Other 
Computational Details 

Figure 4 shows the original and approximated surfaces of heat 
exchanger C2. The total length error E\ = 1.8 percent and the 
dimensionless average normal distance E2 - 0.013. The total 
length error El and the average normal distance E2 are defined in 
the following equations (Lin et al, 1998): 

£ 1 = • 
\LO - LA\ 

LO 
X 100 percent (7) 

0 1 2 3 

(c) Re =500 

Fig. 5 Streamline plots for regular fin heat exchanger 

2 3 

(c) Re = 500 

Fig. 6 Streamline plots for heat exchanger C1 
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2 3 

(c) Re = 500 

Fig. 7 Streamline plots for heat exchanger C2 

El = 
AND 

(8) 

where LO and £A are the total length of the original contour and 
the approximated one, respectively. AND is the dimensional av­
erage normal distance, and LD is the characteristic length of the 
computational domain. The detailed definition and calculation of 
LO, LA, LD, and AND are given by Lin et al. (1998). Based on 
these numbers and a visual inspection of Fig. 4, this is a good 
approximation of the complex surfaces. 

This study investigates the conjugate effects of fin and wall 
conduction on heat transfer to the fluid flowing through the com­
pact heat exchangers shown in Figs. 2 and 3. The inlet flow has a 
parabolic velocity profile with a maximum dimensionless velocity 

No Fins 
Regular Fins 
Complex Fins CI 
Complex Fins C2 

t ^*Re 
100 200 300 400 500 

Fig. 8 Pressure coefficient comparison for different heat exchangers 

"max = 1.0 (i.e., the characteristic velocity is U,cf = Umm) and a 
uniform dimensionless temperature 6 = 0.0. The temperature of 
the outer wall of the heat exchanger is held constant at 0 = 1.0. 
The dimensionless temperature 6 is defined as 0 = (7" — Tia)/(T„ 
— T,„), where Tin is the inlet temperature and Tw is the constant 
outer wall temperature. 

The outlet channel extends a length 10L downstream of the heat 
exchanger, and the outlet boundary conditions are taken as fully 
developed at the end of this channel. In fact, the problem was 
initially solved with outlet channel lengths from 5L to 15L. The 
length of the outlet channel did not significantly affect the flow or 
temperature fields within the heat exchanger, so the 10L outlet 
channel was selected. The walls of the outlet channel are insulated. 
The material selected for the heat exchanger is aluminum (ks = 
273 W/m-K), and the working fluid used in this study is water 
(Pr = 4.0, kf = 0.63 W/m-K), giving a conductivity ratio K = 
kjkf = 376. The Reynolds numbers used in this study are Re = 
50, 200, and 500, where Re is based on the inlet height L and the 
maximum inlet velocity Umm. 

The pressure drop across the heat exchanger is characterized by 
the pressure coefficient Cp„ defined as 

P • - P 
CP' - ~7772 = Pin - Pex = A/> pulf 

(9) 

across the heat where Pln and Pa are the average pressures 
exchanger inlet and exit, respectively. 

The Nusselt number is used in this study to compare heat 
transfer characteristics. The local Nusselt number is defined as 

Nu 
hL 

(10) 

2 3 4 

(a)Re = 50,Pr=4.0 

2 3 4 

(b)Re = 200,Pr = 4.0 

2 3 4 5 

(c)Re = 500,Pr = 4.0 

Fig. 9 Isotherms for regular fin heat exchanger, Ad = 0.1 
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Fig. 10 Isotherms for heat exchanger C1, A6 = 0.1 

where h is the convective heat transfer coefficient, h can be found 
from the following definition of the heat flux on the fluid side of 
the solid/fluid interface: 

q" = k} 

dT 

~dN 
= h(Tw - Tin). (11) 

in the heat exchanger and a grid that is uniform in the y-direction 
and stretched in the x-direction in the outlet channel. To ensure 
steady-state, the Re = 50 and 200 cases were run to a dimension-
less time t = 30, and the Re = 500 case was run to t = 50. Grid 
independence and determination of a steady-state time are detailed 
in Carlson et al. (1997). Time-step sizes Af = 0.05, 0 .0375, and 
0.025 were used for the Re = 50, 200, and 500 cases to obtain a 
converged solution. Once the convergent flow fields were ob­
tained, conjugate heat transfer was simulated in CI and C2. The 
temperature convergence criterion for all three flows was met in 26 
or fewer iterations for CI and in 39 or fewer iterations for C2. The 
total CPU times required to compute the flow and temperature 
fields were in the range of 15,000 to 30,000 seconds, except for the 
Re = 500 cases, which required about 40,000 seconds to compute 
because they were run to / = 50 and had the smallest time step 
size. All computations were performed on an SGI Indigo2 work­
station, which has a 200 MHz R4400 processor. 

4 Conjugate Heat Transfer With Complex Fins 
For the sake of reference, Fig. 5 shows the streamline plots for 

the three Reynolds number flows through the regular fin heat 
exchanger studied by Carlson et al. (1997). Figure 6 shows the 
same plots for heat exchanger CI . The main flow streamlines in 
these two figures are actually very similar, except that the recir­
culation zones are smaller in Fig. 6. This is due to the additional 
aluminum at the base of the fins, above the entrance and below the 
exit. The streamline plots for the flows through C2 are given in 
Fig. 7. Note that the recirculation zones are even smaller than those 
in CI due to the reduction in channel width. For Re = 50, in fact, 
very little recirculation exists in C2. The main flow streamlines in 
CI and C2 look similar for corresponding Reynolds numbers. 
However, the vertical portions of the fins in CI force the flow to 
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(a) Re = 50 

Solving Eq. (11) for h, using this expression for h in Eq. (10) and 
nondimensionalizing gives 

Nu = 
hL 

dT 

(TW - r j 
96 

dn 
(12) 

where n = NIL is the direction normal to the interface. The 
average Nusselt number is given by 
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(b)Re = 200 

Nu = 

NurfA 

dk 

(13) 

where the area A in this equation is the total surface area (including 
the fin area) inside the heat exchanger. Nu is essentially the 
average Nusselt number per unit area, and is thus a measure of the 
overall heat transfer efficiency of the heat exchanger. 

A 196 X 74 grid was utilized in this study, with a uniform grid 
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Fig. 11 Isotherms for heat exchanger C2, A6 = 0.1 
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Fig. 12 Lower wall local Nusselt number values for C1 and C2 
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Fig. 13 Lower wall local Nusselt number values for regular fin heat 
exchanger 

fin heat exchanger, CI and C2 are all similar. However, there are 
several areas in CI and C2 that have a higher local Nusselt number 
than in the regular fin heat exchanger, such as the left half of bl 
and fl in heat exchanger CI and the left half of b and f in heat 
exchanger C2. Also, the higher fin tip temperatures in CI and C2 
cause an increase in the local Nusselt number near the fin tip 
compared to the regular fin value. The local Nusselt number in 
region e of CI is larger than in region e of C2, which is probably 
the result of CI forcing the flow stream more directly into the wall 
at e. This will increase the temperature gradient and hence the heat 
transfer. If Fig. 14 is compared to Fig. 15, these same trends are 
evident in corresponding regions of the upper walls. Larger values 
of the local Nusselt number in several areas of CI and C2 indicate 
that the heat transfer efficiency in these heat exchangers should be 
higher than for the regular fin design. 

impinge on the opposing walls rather directly, while the angled fins 
in C2 allow the flow to take a less winding path. The fluctuations 
in the streamlines in Fig. 6 are the result of numerical integration, 
not a physical phenomenon. 

The pressure coefficients computed for the three different Reyn­
olds number flows through CI and C2 are compared to the regular 
fin heat exchanger and the finless heat exchanger in Fig. 8. The 
pressure coefficient in CI is slightly lower than that found in the 
regular fin heat exchanger for Re = 50, but as the Reynolds 
number increases, the pressure coefficients for the two heat ex­
changers seem to converge to the same value. The similarity in Cpr 

between CI and the regular fin heat exchanger is not surprising, 
considering the similarity of the main flow streams in these two 
heat exchangers. The pressure coefficient in C2 is significantly 
lower for all three Reynolds numbers. It appears that fins tapered 
all the way to the tip provide a shorter, smoother flow path than 
regular fins or the fins in CI. 

The isotherms for the regular fin heat exchanger, heat exchanger 
CI and heat exchanger C2 are presented in Figs. 9, 10, and 11, 
respectively. Notice that the temperatures near the fin tips in both 
CI and C2 are indeed higher than for the regular fin heat ex­
changer. In fact, the fins in C2 are essentially isothermal for all 
three Reynolds numbers because of the large amount of highly 
conductive aluminum used in these fins. Also, the isotherms near 
the heat exchanger surfaces in CI and C2 are packed more closely 
together, indicating higher temperature gradients than were found 
with regular fins. Both higher fin tip temperatures and higher 
thermal gradients in the fluid near the aluminum surfaces will 
improve heat transfer to the fluid. 

The local Nusselt numbers along the walls of CI and C2 for 
Re = 200 are shown in Figs. 12 (bottom walls) and 14 (top walls). 
The same plots for the regular fin heat exchanger are shown in 
Figs. 13 (bottom wall) and 15 (top wall). Comparing Figs. 12 and 
13, it is seen that the local Nusselt number profiles for the regular 
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Fig. 14 Upper wall local Nusselt number values for C1 and C2 
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Fig. 17 Exit bulk temperatures for the heat exchangers studied 

The average Nusselt numbers for CI, C2, the regular fin and 
Unless heat exchangers are shown as a function of Reynolds 
number in Fig. 16. It is seen that for Re = 50, CI and C2 have 
about the same efficiency, and both are more efficient than the 
regular fin and finless heat exchangers. As Re increases, CI 
becomes more efficient than C2, but C2 is still more efficient than 
the regular fin heat exchanger. 

Figure 17 compares the exit bulk temperatures of the different 
heat exchangers. It is seen that CI produces an exit bulk temper­
ature slightly higher than the regular fin heat exchanger. The exit 
temperatures of C2 are lower than that of the regular fin heat 
exchanger and CI, but still considerably higher than the exit 
temperatures generated in the finless heat exchanger. 

5 Conclusions 
The results presented in this part of the paper indicate that heat 

exchanger CI increases the heat transfer compared to the regular 
fin heat exchanger, incurring about the same pressure drop. C2, on 
the other hand, has comparable heat transfer characteristics, but the 
pressure drop is much lower than in the regular fin heat exchanger 
or in CI. For Reynolds numbers around 50, C2 seems to be the 
best choice, transferring slightly less heat than C1 and the regular 
fin heat exchanger, but with a much smaller pressure drop. For 

No Fins 
Regular Fins. Conjugate H.T. 
Complex Fins CI 
Complex Fins C2 

Re 
100 200 300 400 500 

Fig. 16 Average Nusselt numbers for the heat exchangers studied 

larger Reynolds numbers, the choice of heat exchanger depends on 
the situation. If the cost of the power required to overcome the 
pressure drop is a concern, then C2 is the best choice. If the 
maximum amount of heat transfer is desired, then CI is appropri­
ate. 
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Recovery of Temperature and 
Species Concentration Profiles 
in Flames Using Low-Resolution 
Infrared Spectroscopy 
The temperature and species distributions in semi-transparent gaseous axisymmetric 
objects are retrieved by carrying out the inversion of their directional low-resolution 
spectral transmission and/or spectral emission in the infrared by using methods 
based on the solution of the radiative transfer equation. The validity domains of the 
hypothesis on which the low resolution inversion methods are based are discussed 
by comparison with the corresponding exact radiative properties generated by line-
by-line descriptions. A propane-air laminar premixed flame is experimentally studied. 
The infrared data are collected for the (v3) band of C02, either by a directional 
scanning (at a fixed frequency) or by a frequency scanning (in a fixed direction). 
Depending on the data acquisition methods, two different reconstruction techniques 
are used. For spatial scanning, a generalized Abel transformation or the regularized 
Murio 's method, is utilized. For spectral scanning the recovered results are carried 
out by the Chahine-Smith method. For both techniques, profile reconstructions are 
worked out accounting for a spectral data bank based on the narrow statistical band 
model. Finally, thermal and C02 concentration mappings of the premixed flame are 
presented. 

Introduction 

Diagnostics of hot gases, flames, and plasmas from spectro­
scopic statements can be conducted either in high resolution by 
means of tunable laser diodes, or in low resolution by working 
with infrared Fourier transform spectrometers. As the high-tem­
perature gas flows of interest are rather nonisothermal, for both 
techniques the obtained values (temperatures and species con­
centrations) are averaged over the experimental line of sight and 
are dependent on the spatial resolution. Using inverse radiative 
analysis, which is based on the solution of the radiative transfer 
equation (RTE), recoveries of steady temperatures and species 
distributions in semi-transparent media (STM) are feasible in 
high resolution, (Yousefian and Lallemand, 1997), as well as 
in low resolution, by collecting emission and absorption data 
as a function of a control parameter which can be either direc­
tional or spectral. 

As this paper deals with the low-resolution techniques, only 
corresponding references will be quoted here, (for a general 
survey see Lallemand and Soufiani (1995)). Zhang and 
Cheng (1986) have determined the temperature profile of axi­
symmetric combustion-gas from low-resolution emission/ 
transmission infrared data. Hall and Bonczyk (1990) have 
used a similar technique to reconstruct the absorption coeffi­
cient and temperature profiles in ethylene and iso-octane soot­
ing flames. Markham et al. (1990) have used FTIR emission/ 
transmission spectroscopy for measurements of particle con­
centration and temperature. A species and temperature tomo­
graphic reconstruction based on FTIR emission and transmis­
sion spectra has been developed for a sooting diffusion flame 
by Best et al. (1991). The case of axisymmetric propane-air 
flames was solved by Sakami and Lallemand (1993, 1994). 
Menguc and Dutta (1994) have proposed a tomographic re-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER . Manuscript received by the Heat Transfer Division, Jan. 5, 1998; 
revision received Oct. 1, 1998. Keywords: Heat Transfer. Associate Technical 
Editor: P. Menguc. 

construction technique for the determination of the extinction 
and scattering distribution in axisymmetric media. Li and 
Ozisik (1994) have used an optimization technique for the 
source profiles reconstruction in plane parallel and cylindrical 
STM from directional radiative properties. Recently, Char and 
Yeh (1996) have determined by emission the temperature for 
an open propane flame. 

The present study concerns reconstruction techniques for 
laminar premixed propane-air flames, based on low-resolution 
experimental emission and/or transmission data, collected from 
a Fourier Transform infrared spectrometer in the (f3) band of 
C02 (at 2295 cm"1) for limited optical thickness. Two retrieval 
techniques are used: 

1 the solution of the coupled absorption/emission problem, 
in which data stems from a wide band spectrum by spatially 
scanning the semi-transparent object over a set of lines of sight. 
Once the C0 2 absorption coefficient profile is retrieved by a 
generalized Abel transformation, as well as, a conjugate-adjoint 
gradient method, the C0 2 concentration profiles and the temper­
ature profiles of the flame, can be recovered, leading to its 
thermal cartography; 
2 the combination of the Chahine and the Smith spectral meth­
ods exploiting only emission data measurements for a set of 
discrete frequencies spanning the 2390 cm"1 band of C0 2 , 
which offers the benefit of observing the flame on a single line 
of sight. 

For these problems, the range of validity of the various hy­
pothesis made (on which the large band inversion methods rest 
on) are examined and discussed in the framework of a data 
bank based on the narrow statistical band model. 

Radiative Analysis 

Monochromatic Absorption and Emission of an Axisym­
metric Semi-Transparent Medium. Let us consider an axi-
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Source detector 

Fig. 1 Geometry in a cross section of the axisymmetric flame 

symmetric emitting-absorbing, but nonscattering, medium (Fig. 
1). In each cross section a temperature distribution T(r), and 
a C0 2 molar fraction distribution xCo2(r) are set up. For any 
point external to the medium, in the specified line of sight fi 
(orthogonal to the symmetry axis of the object), one can ob­
serve the projections of both the outgoing emission and the 
transmitted radiation. Let Lip) be the spectral intensity associ­
ated to the position p of the line of sight CI with respect to the 
axis X 'OX and t„(p) be the corresponding transmittivity of the 
object. In a nonuniform medium the local specific intensity /„( s, 
p) which is a function of position and direction is solution of 
the radiative transfer equation (RTE) which can be expressed 
for a medium of unit refractive index as follows: 

dl„(s,p) 

ds 
+ KV(S)1„{S,P) = K„(S)H[T{S)}, (1) 

KV{S) being the spectral absorption coefficient at a position s 
and Il[T(s)] being the intensity of blackbody radiation at the 
local temperature (the Planck's function). For an axisymmetric 
medium at local thermodynamic equilibrium, the outgoing spec­
tral emission intensity associated to the projection parameter p, 
is given by 

IT(P) = 2VO/0 
r* KXr)ii[T{ 

Jp Vr2 — p 

r)]r 
2 

x cosh 
T tr Kjjr')r'dr'~ 

[Jp Vr ' 2 -p 2 _ 
dr\ (2) 

where R is an arbitrary working radius, while the transmittivity 
t,Xp) is related to the absorption profile by the Abel equation 

Log^) = [-2f^7^. (3) 

From an experimental point of view since the propane-air 
flame measurements were carried out by means of a Fourier 
transform infrared spectrometer of limited resolution (ranging 
from 1 to 10 cm"1), the measured quantities are the low-resolu­
tion intensity Lip) leaving the object and its transmittivity 
lu(p). According to Eqs. (2) and (3) the integrated transmittiv­
ity and integrated emission over a frequency interval Av, cen­
tered on the frequency vt, are, respectively, 

Liip) = T— tv(«)dv 
/\V J A,/ 

hAp) - -£- f ITip)dv 

Cr
 Kv(r')r'dr' 

Jp Vr'2 - D2 
dr\dv. (5) X cosh 

Validity of the Spectroscopic Large Band Approximation. 
The proposed inversion methods rest on the replacement of Eqs. 
( 4 ) - ( 5 ) by the following expressions: 

fw(p) = exp - 2 f **<r> 
JP Vr2 - p2 

rdr (6) 

Up) = 2JUp)UR^ r)I%[T(r)]r 

Vr2 - p2 

X cosh 
Crl<ui(r')r'dr' 

JP V r ' 2 - z > 2 
dr (7) 

Kvi{r) being the mean absorption coefficient over the spectral 
domain Av at the frequency vt; defined as 

Kvi(r) = — nv(r)dv 
Au Jt^v 

the mean spectral transmitti' 

1 f / fs(p) \ 
•tip) - T~ e xP ~ I K"^s \d>-

1\V JAI/ \Ja ) 

(8) 

and t„tip) being the mean spectral transmittivity given by 

Kiip) = - r - I exp - ( | K,4s\dv. (9) 

Depending on the spectral resolution of the measurements, 
exploitation of formulae ( 4 ) - ( 5 ) or ( 6 ) - ( 7 ) might lead to 
different retrieved results and it is of primary interest to specify 
the range of validity for the assumptions: 7 „ ( K ) = ?„(<?,„) and 
Liip) = hip, a*,!*). 

The Synthetic Spectra Generation. The mean absorption co­
efficient corresponding to a given temperature T, a total pressure 
P and a molar fraction xCo2 can be expressed as 

K(P, T) = KiP = 1 atm, T)PxCo2 

accordingly the optical thickness is defined as 

Jo 
•R[Tis)]xis)C02ds. 

(10) 

(11) 

We have reconstituted for C0 2 , in a spectral range of 25 cm"' 
near 2295 cm"', a pseudo line-by-line spectra and compared the 
exact average transmittivity 7„(K) given by Eq. (9) over band 
widths of 0.1 up to 25 cm"1, with the corresponding transmittiv-
ities tvix.) calculated from the mean absorption coefficient T< 
coming from the synthetic spectrum. In doing this, we have 
used the data bank of EM2C Laboratory (Soufiani and Taine, 
1994) founded upon the narrow statistical band model (NSBM) 
and the exponential tailed model of Malkmus. 

One considers N lines covering the spectral interval Av, if 
<5 denotes the mean space between two lines at temperature T, 
iV = AW5. All lines are assumed to be (1) of Lorentzian profile 

fiv - Vl) = -
7/ 

?r yf + iv - v,)2 (12) 

where ji represents the line midheight half-width of line /, and 
(2) of same average half-width y, 

Journal of Heat Transfer MAY 1999, Vol. 121 / 269 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



y = T,X 
TV 

Jl- (13) 

The temperature dependence of y is taken into account ac­
cording to the expression 

,0.7 

7 = 0.07 
P I T, 

(14) 

where Ps denotes the standard pressure at 1 atm and T, is a 
reference temperature. 

Accordingly, the absorption coefficient of the line centered 
at the frequency, ut, will be written as 

K(V - vi) = -—. 
s,y 

ix y + (v - vi) 
(15) 

Si being the intensity associated with each line /. The Si are 
distributed according to the Malkmus probability distribution 
function 

P(S) 
1 

S In R„ 
(e~ -). (16) 

the two constants S,n and R„, being denned bellow. 
The synthetic spectrum is generated by the following proce­

dure. For a defined temperature and pressure and a given set of 
band parameters _£ and 1/6, taken from the EM2C data bank 
(do not confuse k and K as defined by Eq. (8)) , values of the 
Sm and Rm are given, according to Riviere (1994), by 

5™ = Tfk6 (17) 

and 

I . 

I:' Number of lines (583) ~ 

2275 2280 2285 2290 

wave-number v (cm-1) 

,2 4 

I 2 _ - -

Number of lines (5142) 

Fig. 2 
cm"' r 

2260 2265 2270 2275 2280 2285 2290 

wave-numberv (cm-'') 

Examples of synthetic spectra of C02 in the range 2263-2288 
= 700 K (Top) and T = 1900 K (bottom) 

In Rm = 7r (18) 

where 1/6 is the reciprocal of the mean space between the 
lines (active or inactive, thus temperature independent) in the 
complete physical spectrum in the domain Av as given by 
Soufiani (1995). A P(S) value is randomly chosen in the inter­
val [0, 1], then by inverting Eq. (16) and using Eq. (15) a 
possible single line is constructed and is randomly distributed 
in the domain Av. This process, repeated N times, would gener­
ate a pseudo line-by-line spectrum covering the interval of fre­
quency Av. 

A mean absorption coefficient K„, is defined in place of Eq. 
(8), as 

1 

N6 ,_, 
(19) 

if \~kv - K„\l~ku > 10"2, the generated spectrum will be rejected 
and the process will be repeated until \ and K„ will be in a 
preselected agreement. 

In Figs. 2(a)-(b) typical results are shown for a spectral 
region of 25 cm'1 centered on the frequency 2375 cm"' of two 
isothermal columns of C02 corresponding to T = 700 K with 
N = 583 and T = 1900 K with N = 5142. The very different 
dynamics of these two spectra should be noted. 

According to the above procedure the errors due to the large 
band approximation have been carried out for both the transmis­
sion and the emission case for a simulated non-isothermal flame 
on the basis of the NSBM and the simple Curtis-Godson approx­
imation. A flame of radius 2 cm is considered in a cross section 
of which are set up linear temperature profiles, T(r)(K) = 700 
r(cm) + 600, and concentration profiles in C0 2 , xCo2 = 
l.r(cm). The results are illustrated in Fig. 3(a)-(b) as afunc-
tion of the optical thickness (Eq. (11)). One can observe an 
optimum accuracy for a resolution of Av = 4 cm_1 with a 
relative error in transmission, as well as in emission, less than 

one percent up to r = 0.5. Thus, in the following experimental 
study, our investigations will be limited up to this optical thick­
ness value for the premixed flames. 

Spatial Scanning: Absorption, Temperature, and 
Concentration Profiles in Hot Gases by the Abel 
Transformation 

The Inversion Techniques. By writing Eq. (3) as Wv(p) 
= Log [7„(p)], the mean absorption coefficient T?„(r) can be 
immediately obtained from the Abel inversion formulae: 

Kv(r) = i r 
7T J r 

[W,XP)Y 

h2 - r2 dp (20) 

where [W(p)Y denotes the derivative of the low resolution 
measured quantity Wv(p). 

Once the absorption profile is obtained, by inverting the emis­
sion data M„(p) = T°f(p)/2itv(p) , the temperature profile 
can be retrieved by another Abel inversion of Eq. (7) , as 

KXr)H(r) •• i r 
7T Jr 

[Mv(p)Y 

V/?2 - r2 
cosh J , &~2 

)r'dr' 
dp. (21) 

The KCo2(r) and the T(r) being determined in a cross section, 
the concentration profile of xco, is carried out by means of Eq. 
(10) where we have taken KU (P = 1 Atm, T(r)) = kv [P = 1 
Atm, T(r)] from the EM2C data bank at pressure P = 1 Atm 
and at the local temperature T(r). 

Methods of Resolution. The Abel inversion in Eqs. (20) -
(21) is a classic ill-posed problem. Among the resolution meth­
ods one can enumerate the direct calculation of Eqs. ( 2 0 ) -
(21), the expansion in terms of orthogonal functions (Jacobi's 
polynomials) (Simonneau, 1993), the Fourier-Bessel-Candel 
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Fig. 3 Validation of large band assumption for C02 ; relative error in 
transmission (top) and relative error in emission (bottom) 

transformation (Candel, 1981), the mollification method (Mu-
rio, 1993), the conjugate gradient method applied to the regu­
lated problem of the operator, and its adjoint (Sakami, 1994). 

Restitution by the Jacobi Polynomials. In the Simonneau 
method, the function to be reconstructed is expanded on the 
basis of Jacobi polynomials K„(y), as follows: 

K,(y) = I C„K„(y), (22) 

Ns being the number of terms of the sum (depending on the 
number of measurements available and their accuracy). The 
coefficients C„ are expressed in terms of the discrete experimen­
tal data. The simple recurrence law of the orthogonal polynomi­
als K„(y) facilitates the calculation of the C„ coefficients. 

Restitution by the Conjugate Gradient Method Applied 
to the Operator and its Adjoint. By a uniform space discreti­
zation of the integrals in Eqs. (6) - ( 7 ) , each direct problem of 
transmission or emission can be reformulated in finite dimen­
sions as (Murio, 1993) 

A / = g (23) 

where A is an operator (not necessarily linear), / i s the un­
known vector, and g is the measured vector, i.e., W,Xp) in 
transmission and M„(p) in the emission case. In transmission 
the matrix elements are 

aij(p) = ati(ih) I 
ij+\)h 

i„ Vr2 - (ih)2 
rdr j a i 

ay(p) = 0 j < i, 

ati(p) = a,j(ih) = - = = = = = = cosh , , 
Jjh ir2 - {ih)1 Jji, Vr2 - (ih)2 

ay(p) = 0 j < i. 

J s ' 

It has been shown by Murio (1993), on the basis of the 
Fredholm alternative, that resolution of Eq. (23) is equivalent 
to the coupled problem 

A / = g 

A*/j = 0 (24) 

where A* is the adjoint of operator A and h is an adjoint 
function. One way to stabilize the problem (23) is to use a 
regularization procedure, that leads to the equivalent problem 

A / — yah = g 

A*h + Jaf = 0, (25) 

where a is a regularization parameter. Under that statement, 
problem (25) can be properly worked out by means of an 
iterative procedure 

A/° - g = UK 

fn+i =fn- P„[(afa
n+ A*(Va/.;)]. 

n = 0, 1, 2 . . . 

(26) 

1 
v cm-1 2150 2187 ,,„„ 2212 2237 2262 230o 
v cm *iou | 2200 i 2225 ,\ 2250 \ 2275 ° 

s/d 

s 
•o 

;vcm- 1 2175 2200 ! 2237 

y\\-L- C02--/V\ 

• . . . . i . . . . 1 . . _ _ ^ 

2250 2275 2300 2337 

. . V:-si==^=-'. ^ 

and in emission 

s/d 

Fig. 4 Normalized kernels for a plane parallel slab of C02; isothermal 
slab (top): (with T(s) = 900 K; xCo2(S) = 1), and nonisothermal slab 
(bottom) (T(s)(K) = 1200 exp[-5s2] + 400; Jfco^s) = 0.25 exp[-50s2] + 
0.07) 
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Following Murio (1993) in Eq. (26), /?„ is a real number deter­
mined at each iteration by the conjugate gradient algorithm. 

Spectral Scanning: The Chahine-Smith Method 

In its original version, the Chahine algorithm is a method 
using a very large spectral band (Chahine, 1972) for recon­
structing temperature profiles from the emission in a fixed direc­
tion of observation coming from a semi-transparent, nonhomo-
geneous gaseous slab. The infrared emission of a plane parallel 
semi-transparent medium (an atmosphere, a flame or a glass 
bath . . .) of thickness d, can be observed remotely in a specified 
line of sight at low resolution for N frequency channels of the 
emission band centered on frequency v, (i = 1 . . . N). 

Expression of the Low-Resolution Outgoing Emission In­
tensity. Along the normal direction of a STM slab with non-
emitting and nonreflecting boundaries, the integral solution of 
the RTE in terms of the curvilinear abscissa, s, in the spectral 
interval Av yields 

7'1" = T~ f ( f "Wins)] 
Av J&v \Jo 

exp f*'' )ds' ds\dv. (27) 

After (1) interchanging the space and the spectral integration, 
(2) assuming the constancy for the Planck's function in the 
interval Av, and (3) introducing the space derivative for the 
transmittivity given by Eq. (9) , Eq. (27) becomes 

f Si-
IT = inns)] - i 

Jo as 

or by an integration by parts 

r_ ainns)] 
Jo 

ds = 1 

/OUt = 
ds 

ds i = 1 

N 

N 

(28) 

(29) 

where the transmittivity *,-(«) is expressed by the Curtis-Godson 
approximation. 

Transmittivity Calculation. For a nonhomogeneous gas­
eous column of combustion gas the mean transmittivity corre­
sponding to channel i can be calculated from the Curtis-Godson 
approximation: 

, Wi 
U = exp | - — (30) 

The mean equivalent widthof the^ column has been expressed 
by the averaged parameters kt and 8, entering the narrow statisti­
cal band 

W,(d) Pt 

Si n 
1 + M - l 

where 

Jo 

Pi 

ki(s)xC0As)ds, 

(P denoting the total pressure), 

Pi=P\ ki(s)xCOl(.s)pi(s)ds 
Jo 

Pi(s) = 
2iry(s) 

(31) 

(32) 

(33) 

(34) 

As for the Lorentz mean width y (following Soufiani and Taine 
(1997)), it is assumed to be independent on the considered 
position in the spectrum, and is given by 

7co2(s) = 
PIT, 

Ps\T 
[0.07 *co, 

+ 0.0058(1 - xC02 - x„20) + 0.1*H2O] (35) 

where Ps = 1 atm and Ts = 296 K and x^0 is the mole molar 
fraction of H20. 

Figures 4(a) -(b) show, calculated from the data bank for 
the C0 2 (2375 cm -1) band, representations of the kernels K(i, 
s) in Eq. (28), namely, 

K(i, s) = —-1 = ki exp(-kis) 
ds 

(36) 

for different channels as a function of the position along a 
diameter of the flame, (a) for a thermally homogeneous plane 
parallel slab (with T(s) = 900 K; xCo2(s) = 1) and (b) 
in presence of variable concentration and temperature pro­
files (T(s)(K) = 1200 exp[ -5 i 2 ] + 400; xCo2(s) = 0.25 

Fourier Transform Infrared Spectrometer 
Perkin-Elmer 1760X 

Off axis 
y parabolic 

mirror 

Electric Motor 

F|g. 5 The experimental setup 
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Fig. 6 Flame spectra for different position parameters p, transmission (top) and appar­
ent emission (bottom) 

exp[-50i 2 ] + 0.07). One can note that for each of the channels 
there exists a maximum associated with a sounding depth, from 
which the main part of the emission is radiated. However, in 
thermally nonhomogenous flow, the maximum of each kernel 
is temperature dependent and, as a consequence, not accurately 
located when an iterative procedure is used for finding the two 
unknown functions K(S) and T(s). 

Restitution of Temperature Profiles by the Chahine 
Method. The Chahine method is an iterative process in which 
the basic integral equations, Eqs. (28), can be rewritten as 

7011 

fld Tint 

h IT 
I°[T"(s)] 

dti_ 

ds 
ds i = 1 N (37) 

where /|™s is the integrated outgoing intensity associated to the 
channel ;' and 7"oul the corresponding intensity calculated by 
Eqs. (29 ) - (34) for the temperature profiles at the iteration n. 
At the convergence of the process Eq. (37) looks like the origi­
nal Eq. (28) involving the relaxation scheme for each channel: 

/? I°{Tf') =- J —/; ' (77) i = 1 . . . N. 
If 

(38) 

Equation (38) leads to the local temperature at the particular 
position Sj: 

lM 
Vi Log 1 -

c, 
r „ f , -,._/ C2 \ J 
r"'i cxpUrU)JjJ 

(39) 

G and C2 being the two fundamental radiation constants. The 
knowledge of the finite number, N, of local temperatures in Eq. 
(39) yields the temperature distribution throughout the STM 
thickness. 

The Smith Method for the Concentration Profiles. The 
set of Eqs. (29) can be written in the alternative iterative form 

m e s rnout _ c 
VIOllt _ I \~fn + 

Jo 
os 

i = 1 . . . N. (40) 

Let us introduce the integrated concentration of C0 2 along the 
geometrical path 

I u(s) ~ P xCOt(s')ds'. 
Jo 

A Taylor expansion of the transmittivity yields 

/ r - i?out(d) 

(41) 

Jo 
V + V ) -«"(*)] ( 0 ' ^ ^ - (42) 

By assuming the ratio u"+[(s)/u"(s) being independent of the 
abscissa, s, and by letting 

Jo \ou J as 

from Eq. (42), one has 
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+ u". (44) 

The Mapping of Temperature and Species in an Axisym-
metric Premixed Flame. 

By taking the derivative of Eq. (44) and according to Eq. (42), 
one gets 

*SJ (s) = 
du 

~ds 

(irs(d) - irut(d)) 
5(«") *co,(*)+ *&>,(*). ( « ) 

that is the iterative relationship which should be fulfilled by the 
molar fraction distribution of C0 2 . 

Application to a Premixed Flame 
Presented here are some applications of the exposed methods 

to retrieve temperature and C0 2 distributions in a premixed 
flame of propane-air studied by the transmission/emission tech­
niques, namely space scanning and spectral scanning. The ex­
perimental data were acquired by low resolution FTIR measure­
ments. As previously discussed, the apparatus was tuned at a 
resolution of 4 cm - ' and the optical thickness of the flame was 
T < 0.5. 

The Experimental Setup. The experimental device shown 
in Fig. 5 is composed of four parts: the burner, the system 
of displacement, the black body source, and various optical 
components. 

(a) The burner. It is a 30-cm high, 4-cm diameter brass 
tube filled with a honey comb material in order to laminarize 
the gas flow, and fitted with a conical ending such that the base 
of the flame has a 2-cm diameter. At the bottom, the gases (99 
percent pure propane and air) are mixed in a homogenizing 
chamber. Two flowmeters enable the measurements of the fuel-
to-air ratio of the mixture. Flow rates were adjusted to maintain 
the flame in a laminar regime. During all experiments the corre­
sponding equivalence ratio p, defined as the ratio of molar 
fraction fuel/molar fraction comburant for the mixture and the 
stoechiometry, respectively, was p = 0.92. 

(b) The displacement system. The burner is mounted on 
an electronically driven microframe supported by an elevator. 
Thus displacements in the three dimensions are allowed; the 
lateral movements of translation are recorded in the memory of 
the FTIR spectrometer. 
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Fig. 8 Recovered C02 absorption profiles in a premixed flame, 15 mm level 
(top) and 40 mm level (bottom) 

(c) The black body source. It is a 150-mm long, 14-mm 
diameter furnace fitted with a conical extremity. Its temperature 
is uniform over only half of its length. A radiative modeling of 
the cavity's emission at the working reference temperature, Ttef 

= 1300 K ± 5 K, gives for its total emissivity a value of 
0.95. Consequently, all the intensity measurements have been 
corrected according to this value. 

(d) The optical system. Several pin holes (of diameters 
2 and 3 mm) determine a fixed line of sight. By translating 
repeatedly the flame in an horizontal plane, a set of emission 
or transmission measurements is acquired. The vertical dis­
placement allows the study of the flame for different heights. 
The spatial resolution is defined by a 1-mm slit placed in front 
of the source. Radiation from the black body or from the flame 
was directed to a FTIR spectrometer by means of a parabolic 
off-axis mirror, followed by a plane mirror close to the spec­
trometer entrance. The FTIR spectrometer (Perkin Elmer 
1760X) is equipped with a triglycide sulfate (TGS) detector. 
It was verified that the detector exhibits a linear response with 
respect to the incident radiation flux. 

Experimental Transmission and Emission Measurements. 
For a given position of the line of sight with respect to the 
flame's axis of symmetry, the transmittivity and the emission 
measurements are carried out according to the following three 
steps: 

• recording the emission spectrum (S\v) of the black body 
source alone at the reference temperature TKf, 

recording of the emission spectrum of the flame (S2v) 
alone by putting a shutter in front of the black body, and 
recording of the black body's emission across the flame 

The measured spectral transmittivity is 

tu = 

and the apparent emission is 

$2v 

(46) 

(47) 

The estimated error on quantities obtained from Eqs. ( 4 6 ) -
(47) is ±1.5 percent at the minimum transmission frequency 
(respectively, maximum emission frequency). 

Typical transmission and emission spectra of the flame taken 
at the position of 15 mm above the burner's end are displayed 
in Figs. 6(a)-(b). They were calculated from Eqs. (46 ) - (47) 
in the spectral range 1900-3400 cm"1 for three different lines 
of sight (p). In the transmission spectrum one can see the 
propane band and the (z/3) band of C0 2 band (4.3 /um). One 
should especially note the increase of the width of the band 
with respect to the normal conditions. In the emission spectrum 
the sensitivity in magnitude with the directions p is manifested 
for the C0 2 band at a higher rate than that of the water band. 
Accordingly, in both emission and transmission the measure-

Journal of Heat Transfer MAY 1999, Vol. 121 / 275 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



. 2200 

2000 

1800 

1600 

1400 

1200 

1000 

800 

600 

400 

200 

Abel (preconditionned data) 
conjuged gradient 
Jacobi polynomials 
thermocouple 

JL 
2 2.5 

P.R (cm) 

2 2.S 

P.R (cm) 

Fig. 9 Recovered temperature profiles in a premixed flame, low level (top) and 
high level (bottom) 

ment have been performed at the specified frequencies 2375 (^3) C02 band are drawn in Figs. 1(a)-(b) for two vertical 
cm-1 for C02 and 2980 cm-1 for propane. positions situated at 15 mm and 40 mm above the burner. In 

Primary experimental transmission and emission diagrams of each level, 64 equally distributed p values were selected. Before 
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preconditioned in two steps, (1) by symmetrization with respect 
to the p parameter by using the Connes's method (Connes, 
1961) and (2) by filtering out noisy data by a Fourier analysis 
(Sakami, 1994). 

Results of Inversions 

Inversion of the Space Scanning Measurements. 

Absorption Profile Recoveries. Resolution of Eq. (20) for 
the set of experimental directional transmittivity results leads 
to the absorption coefficient profiles of C0 2 and propane. These 
results are retrieved by the preconditioned Abel transform, the 
Abel-Simonneau method, and the conjugate gradient method 
and reproduced in Fig. 8(a)-(b) for the low and the high 
observation's position of the flame, respectively. In the case of 
the regularization method results are obtained with the parame­
ter a = 0.28. In the Simonneau method the number of expansion 
terms was Ns = 35. 

Temperature Profile Recoveries. Once absorption profiles 
are known for each altitude they can be introduced in the emis­
sion expressed by Eq. (21), then by means of a second Abel 
inversion, the unknown function H(r) is obtained. The resulting 
temperature distributions for the experimental flame are shown 
in Figs. 9(a)-(b), (a) at 15 mm above the burner's end, and 
(b) at a 40-mm height that is situated 10 mm above the cone 
shaped flame's tip, so, in a complete burning gas zone. Repre­
sented also in Fig. 9 are thermocouple measurements (carried 
out with a 50-//m diameter 6-30 Pt/PtRh, corrected for radia­
tive exchanges and conductive losses). They are situated be­
tween the conjugate gradient method results and those of the 
Simonneau inversion method. 

Carbon Dioxide Concentration Distributions. Concentra­
tion profiles of C0 2 corresponding to the KCo2(r) and T(r) 
profiles in the flame, retrieved in Figs. 8 and 9, are presented 
in Fig. 10. 

These results can be valuably compared with those predicted 
by the propane-air combustion thermodynamic model for the 
experimental equivalence ratio of p = 0.92. Indeed, the adia-
batic temperature was found equal to 2160 K and the corre­
sponding C0 2 concentration equal to 0.11, as computed by the 
Quatuor code (Heuze et al., 1987). 

Accuracy on the Retrieved Distributions by the Abel Inver­
sions. The errors in the emission and transmission measure­
ments are evaluated to be ± 1.5 percent. They involve an error of 

±2 percent on the physical model. Accordingly, by a simulation 
(Eqs. (20 ) - (21) ) the uncertainties introduced in the tempera­
ture reconstruction process are evaluated in the extreme unfa­
vorable case to be ±7 percent near the symmetry axis and ± 11 
percent toward the flame edge, as for the C02 distribution the 
error is ±9 percent on the axis and ±14 percent for the edge. 

The Chahine-Smith Method. In the Chahine-Smith 
method a set of 12 frequency channels belonging to the (v3) 
band of C0 2 was selected between 2175 to 2375 cnT1 with a 
resolution of 12.5 cirT1. The following iterative process is used: 

1 select initial T°(r) and Xco2(r) profiles from a priori infor­
mation, 
2 calculate for each channel, i, the kernel in Eq. (36), and 
evaluate the positions of the maxima, H(T°, x°) being evaluated 
with reference to the EM2C data bank for the first chosen pro­
files, 
3 for each channel, i, for fixed Xco2, calculate by the relax­
ation Eqs. (38 ) - (39) a first local temperature Tl(zi) associated 
to the position z,; then smooth the obtained temperature profiles 
by a polynomial approximation, T'(z), 
4 calculate the updated averaged transmittivities by Eq. (30), 
5 for each channel, i, use the Smith procedure, Eq. (45), to 
obtain the local concentration profiles xl

Co2(zi), (constraints to 
the condition x'Co2 < 1) and fit it with a polynomial approxima­
tion *co2(z), 
6 calculate the updated averaged transmittivity T,(T\ *co2) 
byEq. (30), 
7 calculate the outgoing intensity I\+(d) by Eq. (29) and 
calculate the residu A = \\It(d) - l](d)\\, 
8 if A > e return to step 2 until the error A «* experimental 
noise. 

By sounding the premixed flame in an axial plane and using 
this procedure, the temperature profile is retrieved. The results 
are illustrated in Fig. 11 for the altitude 35 mm above the burner 
bottom and compared with the previous ones coming from the 
Abel inversion. 

Accuracy of the Chahine-Smith Inversion. The convergence 
of the procedure and the accuracy of the method depends on 
the sensitivity coefficients dI°(d)ldT(s) and dl°(d)ldx(s). 
Since the local temperature sensitivity coefficient is ten times 
higher than the local concentration one, the iteration procedure 
first converges in temperature, and then in concentration profile 
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(Yousefian, 1998). As a consequence, the accuracy in concen­
tration determination is quite poor especially in the presence of 
strong gradients as already pointed out by Zhang and Cheng 
(1986). 

Thermal and Species Mapping of the Premixed Flame. 
Seven cross sections of the flame were experimentally explored 
by the emission/transmission and the Abel method of inversion. 
By interpolation of these results temperature and concentration 
mappings have been produced and presented in Figs. 12. 

Conclusion 
Temperature and species concentration structures in an axi-

symmetric laminar flame have been reconstructed at low resolu­
tion, separately, by means of emission/transmission space scan­
ning and by spectral scanning. The data collected in the infrared 
v-i band of C02 were inversed by two different techniques. The 
Abel reconstruction technique is very effective for media of 
limited optical thickness in the validity range of which the 
recovered temperature fields are in agreement with those mea­
sured directly by conventional thermocouple sounding. On the 
other hand, the Chahine-Smith method of inversion used for 
emission data gives only poor results when associated with the 
statistical narrow band model mean parameters. Thus its han­
dling advantages, requiring only spectral scanning in a single 
line of sight, are offset by less accurate results and less adapt­
ability when high temperature and stiff concentration gradients 
are present, as is the case near the flame front. 

As for nonaxisymmetric STM, an extension of the low-reso­
lution spectral experimental technique by spatial scanning, asso­
ciated with the two-dimensional Radon transform, could be able 
to provide absorption and temperature tomographies by the two-
dimensional projection technique as already developed by Sa-
kami and Lallemand (1993) with simulated data. 
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Measuring Thermal Conductivity 
of Fluids Containing Oxide 
Nanoparticles 
Oxide nanofluids were produced and their thermal conductivities were measured by a 
transient hot-wire method. The experimental results show that these nanofluids, contain­
ing a small amount of nanoparticles, have substantially higher thermal conductivities than 
the same liquids without nanoparticles. Comparisons between experiments and the Ham­
ilton and Crosser model show that the model can predict the thermal conductivity of 
nanofluids containing large agglomerated Al203 particles. However, the model appears to 
be inadequate for nanofluids containing CuO particles. This suggests that not only 
particle shape but size is considered to be dominant in enhancing the thermal conductivity 
of nanofluids. 

1 Introduction 

Traditional heat transfer fluids, such as water, oil, and ethylene 
glycol mixture are inherently poor heat transfer fluids. There is a 
strong need to develop advanced heat transfer fluids, with signif­
icantly higher thermal conductivities and improved heat transfer 
characteristics than are presently available. Despite considerable 
previous research and development focusing on industrial heat 
transfer requirements, major improvements in heat transfer capa­
bilities have been held back because of a fundamental limit in the 
thermal conductivity of conventional fluids. 

It is well known that metals in solid form have thermal conduc­
tivities that are higher than those of fluids by orders of magnitude. 
For example, the thermal conductivity of copper at room temper­
ature is about 700 times greater than that of water and about 3000 
times greater than that of engine oil (Touloukian and Ho, 1970). 
Even oxides such as alumina (A1203), which are good thermal 
insulators compared to metals such as copper, have thermal con­
ductivities more than an order-of-magnitude larger than water. 
Therefore, fluids containing suspended solid particles are expected 
to display significantly enhanced thermal conductivities relative to 
those of conventional heat transfer fluids. 

In fact, numerous theoretical and experimental studies of the 
effective thermal conductivity of suspensions that contain solid 
particles have been conducted since Maxwell's theoretical work 
was published more than 100 years ago (Maxwell, 1881). How­
ever, all of the studies on thermal conductivity of suspensions have 
been confined to those produced with millimeter or micrometer-
sized particles. Until now, researchers had no way to prevent solid 
particles from eventually settling out of suspension. The lack of 
stability of suspensions that involve coarse-grained particles is 
undoubtedly a primary reason why fluids with dispersed coarse­
grained particles have not been previously commercialized. 

We are on the verge of a new scientific and technological era, 
the standard of which is the nanometer (billionths of a meter). 
Initially sustained by progress in miniaturization, this new devel­
opment has helped form a highly interdisciplinary science and 
engineering community. Nanotechnology is expected to have ap-
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plications in a number of areas, including biotechnology, nano-
electronic devices, scientific instruments, and transportation (Ash­
ley, 1994; Rohrer, 1996). 

Modern nanotechnology provides great opportunities to process 
and produce materials with average crystallite sizes below 50 nm. 
Recognizing an opportunity to apply this emerging nanotechnol­
ogy to established thermal energy engineering, Argonne has de­
veloped the concept of a new class of heat transfer fluids called 
"nanofluids," which transfer heat more efficiently than conven­
tional fluids (Choi, 1995). Nanofluids are engineered by suspend­
ing ultrafine metallic or nonmetallic particles of nanometer dimen­
sions in traditional heat transfer fluids such as water, engine oil, 
and ethylene glycol. 

Argonne has already produced nanofluids and conducted proof-
of-concept tests (Eastman et al, 1997). In particular, it was dem­
onstrated that oxide nanoparticles, such as A1203 and CuO, have 
excellent dispersion properties in water, oil, and ethylene glycol 
and form stable suspensions (i.e., significant settling does not 
occur in static suspensions even after weeks or months). 

Nanofluids are expected to exhibit superior properties relative to 
those of conventional heat transfer fluids and fluids containing 
micrometer-sized particles. Because heat transfer takes place at the 
surface of the particle, it is desirable to use particles with a large 
total surface area. The surface-area-to-volume ratio is 1000 times 
larger for particles with a 10-nm diameter than for particles with a 
lO-jitm diameter. The much larger surface areas of nanoparticles 
relative to those of conventional particles should not only improve 
heat transfer capabilities, but also increase the stability of the 
suspensions. Nanoparticles offer extremely large total surface ar­
eas and therefore have great potential for application in heat 
transfer. 

The use of the conventional millimeter and micrometer-sized 
particles in heat transfer fluids in practical devices is greatly 
limited by the tendency of such particles to settle rapidly and to 
clog mini and microchannels. However, nanoparticles appear to be 
ideally suited for applications in which fluids flow through small 
passages, because the nanoparticles are stable and small enough 
not to clog flow passages. This will open the possibility of using 
nanoparticles in microchannels for many envisioned applications. 
Successful employment of nanofluids will support the current 
trend toward component miniaturization by enabling the design of 
smaller and lighter heat exchanger systems. One such application 
is in the next generation of cooling systems for mirrors and 
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monochromators in high-intensity X-ray sources such as Ar-
gonne's Advanced Photon Source. Because the X-ray beam creates 
tremendous heat, cooling rates of 2000-3000 W/cm2 must be 
achievable. An advanced cooling process that employs microchan-
nels with nanofiuids could provide more efficient cooling than any 
existing approach (Lee and Choi, 1996). 

Another advantage of nanofiuids over conventional suspensions 
of coarse-grained particles in fluid systems is in their expected 
improved abrasion-related properties. Because coarse-grained par­
ticles are relatively large, and thus have significant mass, they can 
abrade surfaces that they contact. This results in shortened life­
times of such components as water pumps and bearings. In con­
trast, the small sizes and masses of nanoparticles would impart 
little kinetic energy in collisions with component surfaces and thus 
would be expected to produce little or no damage. A recent paper 
(Hu and Dong, 1998) shows that titanium oxide nanoparticles in 
oil, unlike conventional particles, reduce the friction coefficient 
and increase resistance to wear. Therefore, it is possible that 
nanoparticles would actually improve the lubricating properties of 
heat transfer fluids. 

The primary objective of the present study is to investigate 
experimentally the thermal conductivity behavior of oxide 
nanofiuids with low particle concentrations (1-5 vol.%). 

2 Production and Characterization of Nanofiuids 
Nanofiuids are produced by dispersing nanometer-scale solid 

particles into liquids such as water, ethylene glycol, or oils. Mod­
ern fabrication technology provides great opportunities to process 
materials at micrometer and nanometer scales. "Nanostructured" 
or "nanocrystalline" materials are comprised of individual crystal­
lites that are typically <50 nm in size. Bulk materials formed by 
the consolidation of large numbers of nanocrystallites often exhibit 
greatly modified properties compared to those of conventional 
coarser-grained materials (for a review, see Gleiter, 1989). The 
change in behavior is due to the large fraction of atoms in a 
nanostructured material that are located within only a few atomic 
spacings of one or more crystallite surfaces (called "grain bound­
aries" in a bulk consolidated nanostructured material). Noncon-
solidated nanocrystalline powders also show modified properties 
due to their large free surface areas (e.g., catalytic activity is 
enhanced significantly using nanocrystalline powders). 

Much progress has been made recently in the processing of 
nanocrystalline materials. Current nanocrystalline materials tech­
nology can produce large quantities of powders with average 
particle sizes in the 10-100 nm range. Several processing routes 
can be used to produce nanocrystalline materials, such as gas-
condensation, mechanical attrition, or chemical precipitation tech­
niques (for a review of the many possible processing techniques, 
see Gleiter (1989)). Gas-condensation processing (Granqvist and 
Buhrman, 1976; Kimoto et al., 1963), which was used in the 
current experiments, is the most common method used currently in 
laboratory production of nanostructured materials. 

Briefly, gas-condensation processing involves the vaporization 
of metallic or nonmetallic precursor species in the presence of a 
controlled gas pressure (typically a few Torr of an inert gas such 
as helium). Collisions between the vapor and the inert gas result in 
the condensation of nanometer-sized particles of the precursor 
material, which are then collected and used in either powder or 
bulk consolidated form. Advantages of gas-condensation over 

Table 1 Average particle diameters 

CuO 

Number-weighted particle diameter (nm) 18.6 ± 0.6 
Area-weighted particle diameter (nm) 23.6 ± 1.0 

A1203 

24.4 ± 1.0 
38.4 ± 2.0 

other processing techniques include the ability to produce particles 
under cleaner conditions. For example, chemical techniques often 
result in undesirable surface coatings on particles. 

If powders are produced by gas condensation, some agglomer­
ation of individual particles occurs. It is well known, however, that 
these agglomerates require little energy to fracture into smaller 
constituents, and thus it is possible that even agglomerated nanoc­
rystalline powders can be successfully dispersed into fluids and 
result in good properties. 

In this study, oxide nanofiuids were produced by a two-step 
method, in which first oxide nanoparticles are prepared, followed 
by a second step in which the powders are dispersed into the base 
fluids in a mixing chamber. A1203 and CuO nanoparticles pro­
duced by gas condensation (Nanophase Technologies Corp., Bun-
Ridge, IL) were used as the oxide nanoparticles, and were dis­
persed in water or ethylene glycol. A polyethylene container (3.78 
L) was used as a mixing chamber and was shaken thoroughly to 
ensure a homogeneous suspension. 

Nanoparticles were characterized before and after dispersion in 
liquids. Characterization of particle size before dispersion in liq­
uids was carried out using transmission electron microscopy tech­
niques. Both CuO and A1203 particles exhibited a log-normal size 
distribution, as expected for particles produced by the gas-
condensation process. The particle distributions were fit to a log-
normal function and both number and area-weighted values were 
determined for the average particle diameters. The number-
weighted size distribution weights all particles equally. The area-
weighted size distribution weights the particles according to their 
surface areas. Hence, the area weighting will emphasize larger 
particles more than small ones. Since heat transfer is a surface 
phenomena, the area-weighted average is expected to produce the 
more relevant values. The values that come from the fits are shown 
in Table 1. 

One interesting and important thing is that we observe the CuO 
particles to be smaller than the A1203 particles, which is consistent 
with our observation in this study that CuO-nanofluids exhibit 
better thermal conductivity values than Al203-nanofluids. 

Transmission electron microscopy of nanoparticles distilled 
from nanofluid solutions was used to characterize the effects of 
solutions on agglomeration behavior. Transmission electron mi­
crographs showing the particle size and morphologies of agglom­
erated A1203 and CuO powders are seen in Fig. 1. It can be seen 
that both A1203 and CuO nanoparticles agglomerate to form much 
larger particles than individual grains before dispersion. Some 
agglomerates are as large as 100 nm. In addition to CuO exhibiting 
a smaller grain size than A1203, the CuO agglomerate sizes are 
smaller than those of A1203. No attempt was made to break up the 
agglomerated nanoparticles because even agglomerated nanopar­
ticles were successfully dispersed into liquids and formed stable 
suspensions. 

To verify systematically the effects of volume fraction and 
conductivities of solid phase and liquid on the thermal conductiv-

Nomenclature 

a = radius 
g = Euler's constant 
k = thermal conductivity 
K = thermal diffusivity 
n = shape factor 
q = electric power 

R = resistance 
t = time 
T = temperature 
a = particle volume fraction 

8T = temperature difference 
i/; = sphericity 

Subscripts 

p = particle 
o = base fluid 

ref = reference temperature 
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Fig. 1(A) 

Fig. 1 Transmission electron micrographs showing the particle size 
and morphology of the agglomerated (a) Al203 and (b) CuO powders 
used in this study 

ity of nanofluids, four oxide nanofluids with different volume 
fractions were produced. These four systems consisted of CuO in 
water, CuO in ethylene glycol, A1203 in water, and A1203 in 
ethylene glycol, with particle loadings up to a maximum of 5 
vol.%. 

3 Experiments 
To measure the thermal conductivity of nanofluids, we used a 

transient hot-wire method. Because our nanofluids are electrically 
conductive, this caused difficulty in applying the ordinary transient 
hot-wire technique. A new hot-wire cell and electrical system have 
been designed for our experiment according to the method pro­
posed by Nagasaka and Nagashima (1981). 

3.1 Transient Hot-Wire Method. In this study, a transient 
hot-wire method has been adopted because recent advances in 
electronic techniques have helped to establish this method as one 
of the most accurate ways to determine fluid thermal conductivity. 
The advantage of this method lies first in its almost complete 
elimination of the effects of natural convection, whose unwanted 
presence presents problems for measurements made with a steady-
state apparatus. In addition, the method is very fast relative to 
steady-state techniques. 

The major expositions of both theory and application of the 
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transient hot-wire method were made by Kestin and Wakeham 
(1978), Roder (1981), and Johns et al. (1988). A hot-wire system 
involves a wire suspended symmetrically in a liquid in a vertical 
cylindrical container. The wire serves both as heating element and 
as thermometer. Almost without exception, platinum is the wire of 
choice. 

The mathematical model that one attempts to approximate is 
that of an infinite-line source of heat suspended vertically in an 
infinite medium. The method is called transient because the power 
is applied abruptly and briefly. The working equation is based on 
a specific solution of Fourier's law and can be found in standard 
text (Carslaw and Jaeger, 1959): 

q l AK \ 
T «-^=4^ l n l?C f j ' (1) 

where T(t) is the temperature of the wire in the fluid at time t, TKf 
is the temperature of the cell, q is the applied electric power, k is 
the thermal conductivity, K is the thermal diffusivity of the fluid, 
a is the radius of the wire, and In C = g, where g is Euler's 
constant. 

The relationship given by Eq. (1) implies a straight line for a 
plot of 8T versus In (t). In practice, systematic deviations occur at 
both short and long times. However, for each experimental mea­
surement, there is a range of times over which Eq. (1) is valid, that 
is, the relationship between ST and In (0 is linear. The slope of the 
ST versus In (i) relationship is obtained over the valid range, i.e., 
between times /, and t2, and, using the applied power, we calcu­
lated thermal conductivity from 

where T2 — 7\ is the temperature rise of the wire between times 
ti and t2. From the temperature coefficient of the wire's resistance, 
the temperature rise of the wire can be determined by the change 
in its electrical resistance as the experiment progresses. 

Despite the advantages of the transient hot-wire method, it is 
impossible to measure the thermal conductivity of electrically 
conducting fluids because current flows through the liquids, the 
heat generation of the wire becomes ambiguous, and polarization 
occurs on the wire's surface. This method is thus normally re­
stricted to electrically nonconducting fluids such as noble gases 
and organic liquids. 

Only a few attempts have thus far been made to expand the 
transient hot-wire method to measure electrically conducting liq­
uids. Nagasaka and Nagashima (1981) used a platinum wire (di­
ameter = 40 /urn) coated with a thin electrical insulation layer 
(thickness = 7.5 (am) to measure the thermal conductivity of an 
NaCl solution, and they analyzed the effects on the thermal con­
ductivity measurement due to this thin insulation layer. Because 
nanofluids are likely to be electrically conducting (metallic nano-
particles and the suspending fluid such as water are electrically 
conducting materials), the ordinary transient hot-wire technique 
cannot be used. Therefore, Nagasaka and Nagashima's method has 
been adopted in this experiment. 

3.2 Experimental Apparatus and Procedure. A transient 
hot-wire cell was designed and constructed specifically for the 
measurement of the thermal conductivities of nanofluids. The 
experimental apparatus and the electrical circuit used in this study 
are shown schematically in Fig. 2. In the Wheatstone bridge, Rw is 
the resistance of the hot wire, /?, is a 1 kil potentiometer, R2 is a 
1 kCl resistor, R, is a 15 il resistor, and RA is a 20 il dummy 
resistor used to stabilize the DC power supply. Adjusting the 
resistance of the potentiometer R, allows the offset voltage from 
the Wheatstone bridge to be canceled out and thus the high-voltage 
gain of the analog-to-digital (A/D) converter can be used. 

Platinum is used for the hot wire because its resistance/ 
temperature relationship is well known over a wide temperature 
range. In the resistance thermometer grade of Pt wire, the wire 
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Fig. 2 Schematic diagram of transient hot-wire apparatus for measuring thermal 
conductivities of nanofluids (A/0 = analog-to-digital) 

diameters available are 25.4 (xm, 50.8 /xm, and 76.2 ftm. A 
76.2-/xm diameter Pt wire was used because the other two wires 
were too fragile to be coated with electrical insulation, and we 
believed that the ratios of wire diameter to thickness of the insu­
lation layer were too low for the other two wires. The wire was 
welded to rigid copper supporters, with one side of a supporter 
connected to a rubber string so the wire tension could be adjusted 
to hold the wire straight. 

The wire and welded spots were coated with an epoxy adhesive 
which has excellent electrical insulation and heat conduction. The 
thickness of the coating on the wire is estimated to be less than 10 
/xm. Because the specific resistance of the 76.2 /xm wire is low, a 
very long wire (the length is 180 mm, and the resistance at 20°C 
is 4.594 Cl) was used to provide the high resistance required for a 
hot-wire sensor. We did not use a two-wire compensation system 
(Roder, 1981) to eliminate effects due to axial conduction at both 
ends of the wire because identical geometry of the welded points 
and diameter of the coated hot wires cannot be guaranteed. Instead, 
the long hot wire (wire length-to-diameter ratio is ^2300) was 
used as a hot-wire sensor to minimize end conduction loss. A 500 
mL polypropylene cylinder with inner diameter of 50 mm and 
length of 340 mm was used as the nanofluid container; the outside 
of the cylinder is thermally insulated with glass fiber. The hot-wire 
sensor system is located at the center of the cylinder and the 
alignment to the direction of gravity is adjusted by the string 
system described above. 

Switching the power supply from R4 to the Wheatstone bridge 
initiates the voltage change in the hot wire, and this varying 
voltage over time is recorded by the A/D converter with resolution 
of 1.53 mV at a sampling rate of ten times per second (compared 
to Nagasaka and Nagashima's six times per second for NaCl 
solution). From this measured voltage variation and Ohm's law 
applied to the electric circuit shown in Fig. 2, the resistance change 
of the wire and the heating current through the wire can be 
calculated. Finally, the temperature variation of the wire can be 
calculated by the temperature-resistance relationship of the Pt 
wire. A value of 0.0039092/°C (Bentley, 1984) has been used for 
the resistance temperature coefficient of the Pt wire. A linear 
curve-fit of the experimental data in the log scale was performed 
by using a commercial software. 

4 Results and Discussion 

4.1 Calibration With Base Fluids. The base fluids used in 
this study as the suspending liquids are deionized water and 
ethylene glycol. To establish the accuracy of our thermal conduc­
tivity measurements, calibration experiments were performed for 

water and ethylene glycol in the temperature range of 290 K to 310 
K and at atmospheric pressure. 

Typical temperature rises of the wire in water or ethylene glycol 
are shown in Fig. 3. Thirty data points from 3 to 6 s were used to 
calculate the slope of the temperature rise. We can see that while 
the electric power applied to the wire for water and ethylene glycol 
is the same, the slopes of the temperature rises are different, which 
means that the thermal conductivities of water and ethylene glycol 
are different, as expected. Because the thermal conductivity of 
water is greater than that of ethylene glycol, the slope for water is 
lower than that for ethylene glycol. 

Figure 4 shows the measured thermal conductivities derived 
from Fig. (3) using Eq. (2), along with literature data for water and 
ethylene glycol (Touloukian and Ho, 1970). To determine the 
uncertainty in the thermal conductivity measurement, we used Eq. 
(2) as the data reduction equation and performed an uncertainty 
analysis based on the presentations of Abernethy et al. (1985) and 
Coleman and Steele (1989). The applied electric power was mea­
sured with an uncertainty of 0.26 percent and the wire temperature 
variation with time was measured with an uncertainty of 1.4 
percent. The uncertainty in the thermal conductivity for water at 
304 K was 1.43 percent. The calibration data in Fig. 4 show that 
our thermal conductivity measurement system and procedure is 
accurate to 1.5 percent in the temperature range tested, which is in 
excellent agreement with the results of the uncertainty analysis. 
Because the enhanced thermal conductivity of nanofluids is ex­
pected to be >1.5 percent of the base fluids at the minimum 
volume fraction of 0.01, this accuracy is considered adequate for 
quantitatively determining the thermal conductivity of nanofluids. 

4.2 Measurement of Thermal Conductivity of A1203 and 
CuO Nanofluids. The thermal conductivity measurements were 
made at room temperature and no attempt was made to maintain 
the temperature of nanofluids at a constant temperature because the 
fluctuations of the room temperature in the laboratory were very 
small. 

Figure 5 shows the measured thermal conductivity of four oxide 
nanofluids as a function of nanoparticle volume fraction. The 
results show that nanofluids, containing only a small amount of 
nanoparticles, have substantially higher thermal conductivities 
than the same liquids without nanoparticles. For the copper oxide/ 
ethylene glycol system, thermal conductivity can be enhanced by 
more than 20 percent at a volume fraction of 0.04 (4 vol.%). 

Our experimental results clearly show that the thermal conduc­
tivity ratios increase almost linearly with volume fraction, but with 
different rates of increase for each system. The present experimen­
tal data also show that the thermal conductivity of nanofluids 
depends on the thermal conductivities of both the base fluids and 
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Fig. 3 Typical temperature rises versus logarithm of time 

particles. For nanofluids using the same nanoparticles, the conduc­
tivity ratio increases of ethylene glycol nanofluid systems are 
always higher than those of water nanofluid systems. For nanoflu­
ids using the same liquid, the conductivity ratio of the CuO system 
is always higher than that of the A1203 system. We believe that 
CuO results in better thermal conductivity values than A1203 

primarily because the CuO particles are smaller than the A1203 

particles as shown in Table 1. In addition, it is possible that the 
processing of the CuO nanoparticles could have resulted in incom­
plete oxidation, which would then be manifested by the presence 
of a small amount of unreacted high thermal conductivity Cu being 
present in addition to the CuO. 

4.3 Comparison With Hamilton and Crosser Model. Be­
cause of the absence of a theory for the thermal conductivity of 
nanofluids, an existing model for the solid/liquid system has been 
used to compare the predicted values with the measured thermal 
conductivity of nanofluids. Maxwell's model shows that the effec­

tive thermal conductivity of suspensions containing spherical par­
ticles increases with the volume fraction of the solid particles. For 
nonspherical particles, it is known that the thermal conductivity of 
suspensions depends not only on the volume fraction of the par­
ticles, but also on the shape of the dispersed particles. 

Hamilton and Crosser (1962) developed an elaborate model for 
the effective thermal conductivity of two-component mixtures as a 
function of the conductivity of the pure materials, the composition 
of the mixture, and the shape of the dispersed particles. The 
conductivity of two-component mixtures can be calculated as 
follows: 

k = kQ 

kp+ (n - l)k0 - (re - \)a(k0 - kp) 

k„ + (n - l)k0 + a(k0 - k„) (3) 

where k is the mixture thermal conductivity, kQ is the liquid 
thermal conductivity, kp is the thermal conductivity of solid par-
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Fig. 4 Validation of present transient hot-wire method measuring thermal conduc­
tivity of base fluids; water, ethylene glycol 
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Fig. 5 Enhanced thermal conductivity of oxide nanofluids system 

tides, a is the particle volume fraction, and n is the empirical 
shape factor given by 

= 3/^, (4) 

where ty is sphericity, defined as the ratio of the surface area of a 
sphere (with a volume equal to that of the particle) to the surface 
area of the particle. This model shows that nonspherical shapes 
will increase conductivity above that of spheres. 

Although Eq. (3) is highly nonlinear, if the thermal conductivity 
ratio of solid phase to liquid phase, kplkQ : » 1 and the volume 
fraction is low, Eq. (3) can be linearized as follows: 

k/k0" 1 + net. (5) 

Applying the Hamilton and Crosser model to aluminum oxide 
and copper oxide nanoparticles in water and ethylene glycol, we 
estimated the thermal conductivity ratios for two values of n (6 for 
cylinders and 3 for spheres). The present experimental thermal 
conductivities of oxide nanofluids are compared with the predicted 
results of Hamilton and Cross using Eq. (3). Comparisons of 
increase of the thermal conductivity ratios predicted by the 
Hamilton-Crosser model with results from the present experiments 
are shown in Fig. 6(a) for water/Al203 nanofluids, Fig. 6(b) for 
ethylene glycol/Al203 nanofluids, Fig. 6(c) for water/CuO 
nanofluids, and Fig. 6(d) for ethylene glycol/CuO nanofluids. 

For A1203 nanofluids, it is seen from Fig. 6(a) and Fig. 6(b) that 
the predicted thermal conductivity ratios for spheres (n = 3) are 
in good agreement with the present experiments. This is consistent 
with the TEM micrographs which show that A1203 particles are 
quite close to perfect spheres. The thermal conductivity of A1203 

nanofluids can be predicted satisfactorily by the Hamilton-Cross 
model because these nanofluids contain large agglomerated spher­
ical particles. 

Figures 6(c) and 6(0^ show the measured thermal conductivity 
of nanofluids containing CuO, along with the model predictions. It 
is seen that the agreement between the present experiments and 
model predictions is not good. The measured thermal conductivity 
ratios for CuO nanofluids are substantially larger than the 
Hamilton-Crosser model predictions. It is possible that a small 
quantity of metallic Cu in the CuO material used in these exper­
iments increased the thermal conductivity of CuO nanofluids. 

In the Hamilton-Crosser model, the thermal conductivity of 
suspensions depends strongly on particle shape when the ratio of 
the conductivities of the two phases kp/k0 is high as shown in Fig. 
6(a-b) for alumina. When kp/k0 = 0(1), particle shape is not 

significant in enhancing the thermal conductivity of nanofluids, as 
shown in Fig. 6(c-d) for CuO with krlka < 4. 

4.4 Comparison With Experiments of Masuda et al. To 
our knowledge no experimental studies have been carried out on 
the thermal conductivity of CuO nanofluids. Direct comparison 
between the present experimental data and those of other investi­
gators is possible only for water/Al203 nanofluids. Recently, Ma­
suda et al. (1993) showed experimentally that A1203 particles at a 
volume fraction of 4.3 percent can increase the thermal conduc­
tivity of water by 30 percent. 

For comparison, their experimental data and present work for 
water/Al203 nanofluids are shown in Fig. 7. The thermal conduc­
tivity ratios in our present experiments are lower than those of 
Masuda et al. by more than 20%. This is not surprising, since the 
mean diameter of A1203 particles used in the experiments of 
Masuda et al. is 13 nm, which in the present experiments is 38 nm. 
Because surface-area-to-volume ratio is three times larger for 
particles with a 13-nm diameter than for particles with a 38 nm 
diameter, a greater improvement in effective thermal conductivity 
is expected. 

Another reason for the significant differences is that Masuda 
et al. used the electrostatic repulsion technique and a high­
speed shearing disperser (up to «*20,000 r/min). These tech­
niques might change the morphology of the nanoparticles, 
which was emphasized in the Hamilton-Crosser model as a 
shape factor n. Mainly because we did not use such techniques, 
nanoparticles in our systems were agglomerated and thus be­
came larger and more spherical than those used by Masuda et al. 
In fact, Fig. 7 clearly shows that the measured data by Masuda 
et al. agree better with the estimated thermal conductivity from 
the Hamilton and Crosser model, assuming the shape factor of 
n = 6 (cylinders), and that our data agree better with the model 
predictions with the shape factor of n = 3 (spheres). However, 
it is important to note that even the model profile for nonspheri­
cal particles begins to diverge from the experimental data of 
Masuda et al. at a very low volume fraction. This strongly 
suggests that not only particle shape but also size is considered 
to be dominant in enhancing the thermal conductivity of 
nanofluids. Therefore, it is reasonable to expect that the model 
will fail to predict the thermal conductivity of nanofluids con­
taining particles smaller than 13 nm. 

Because heat transfer between the particles and the fluid takes 
place at the particle-fluid interface, our expectation is that if we 
have more interfacial area, then we would expect heat transfer to 
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Fig. 6 Comparison of increase of thermal conductivity ratio between Hamilton-Crosser model and present experiment (a) water/AI2Oa nanofluids, (b) 
ethylene glycol/AI203 nanofluids, (c) water/CuO nanofluids, and (d) ethylene glycol/CuO nanofluids 

be more efficient and thus quicker. If the behavior was just a 
simple rule of mixtures, where all that matter is the volume of 
particles, then particle surface area wouldn't matter. However, our 
thermal conductivity data indicate this not to be the case. There­
fore, it is desirable to use particles with a large-surface-area-to-
volume ratio. Previous theoretical work by Hamilton and Crasser 
(1962) focused on the possible effects of increasing particle sur­
face area by controlling particle shapes to be nonspherical. How­
ever, improvement in surface area per particle volume attainable 
by this strategy is limited. As particle size decreases, the surface 
area of the particle decreases as the square of the length dimension, 
while the volume decreases as the cube of the length dimension. 
Because of this "square/cube law," the surface-area-to-volume 
ratio of nanoparticles is three orders of magnitude greater than that 
of microparticles. Therefore, a much more dramatic improvement 
in effective thermal conductivity is expected as a result of decreas­
ing the particle size than can be obtained by altering the particle 
shapes of larger particles. Because all previous studies of the 
thermal conductivity of suspensions have been confined to those 
containing millimeter or micrometer-sized particles, existing mod­
els appear to be inadequate for nanofluids containing particles as 
small as 10 nm. 

It is well known that, in the microscale regime, the thermal 
conductivity of a thin film material is much less than its bulk value, 
due to the scattering of the primary carriers of energy (phonon 
and/or electron) at its boundary (Flik and Tien, 1990; Majumdar, 
1998). For electrical insulators such as the oxide materials of 

interest in the present study, the phonon mean-free path can be 
estimated using an equation that Debye derived (Geiger and 
Poirier, 1973). Calculations show that for oxides such as A1203, 
the estimated phonon mean-free path is comparable to the particle 
sizes we used. Therefore, the intrinsic thermal conductivity of 
oxide nanoparticles may be reduced compared to bulk oxides due 
to the size effect. Supporting this idea, the thermal conductivity of 
yttria-stabilized zirconia (YSZ) thin films with controlled nanoc-
rystalline grain sizes was recently measured (Soyez et al., 1998). 
At room temperature, approximately a factor of two reduction in 
thermal conductivity of 10-nm grain-sized YSZ compared to that 
of the bulk material is seen. 

All existing theories, models, and correlations for thermal 
conductivity (Maxwell, 1873; Hamilton and Crosser, 1962; 
Hashin and Shtrikman, 1962; Jeffrey, 1973; Jackson, 1975; 
Davis, 1986; Bonnecaze and Brady, 1991; Lu and Lin, 1996) 
were developed for fluids with relatively large particles and are 
very limited and often contradictory when applied to fluids 
containing nanoparticles because, in these theories, the effec­
tive thermal conductivity of liquid/particle suspensions depends 
only on the volume fraction and shape of the suspended parti­
cles, not on particle size. 

There is a large body of literature that addresses the effect of 
the boundary resistance between the particle and the fluid on the 
thermal conductivity of composites and suspensions (Ben-
veniste, 1987; Chiew and Glandt, 1987; Concalves and Kolodz-
iej, 1993; Auriault and Ene, 1994; Ni et al., 1997). However, 

286 / Vol. 121, MAY 1999 Transactions of the ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a o 

S 

1.50 

1.40 - _ 

1.30 

1.20 

1.10 

1.00 

O present experiments 

Hamilton-Crosser model: cylinders 

O 
O 

o ° 
0 

O ' " ' ' ' 
0.01 0.02 0.03 0.04 

Volume fraction 

Fig. 6(c) 

0.05 0.06 

1.50 

1.40 

1.30 

1.20 

1.10 

1.00 

O present experiments 
Hamilton-Crosser model: spheres 
Hamilton-Crosser model: cylinders 

0.01 0.02 0.03 0.04 

Volume fraction 

Fig. 6(d) 

0.05 0.06 

these models predict decreased thermal conductivity of nanoflu-
ids due to increased surface boundary resistance when particle 
size decreases. Comparison of our A1203 in water results with 
those of Masuda et al. (1993) clearly indicate that the effective 
conductivity for this system increases with decreasing particle 

size, in contrast to the predictions based on boundary resistance. 
Also, these models are confined to conventional suspensions 
containing millimeter or micrometer-sized particles. Nanofluids 
appear to be quite different from conventional suspensions. The 
much larger surface areas of nanophase powders relative to 
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those of conventional powders not only markedly improve 
conduction heat transfer capabilities, but also increase the sta­
bility of suspensions. Only recently have nanoparticles of 50 
nm or less become available to investigators. We need to 
develop a more comprehensive theory in the future to explain 
the behavior of nanofluids. It appears that the thermal conduc­
tivity of nanofluids is very much surface area and structure 
dependent. Any new models of nanofluid thermal conductivity 
should include the surface area and structure dependent behav­
ior as well as the size effect and boundary resistance. 

5 Conclusions and Future Research Plan 
To experimentally investigate the thermal conductivity behavior 

of dilute nanofluids, we measured the thermal conductivity of four 
oxide nanofluids (A1203 in water, A1203 in ethylene glycol, CuO in 
water, and CuO in ethylene glycol) by a transient hot-wire method. 

The present experimental results show that nanofluids, contain­
ing only a small amount of nanoparticles, have substantially higher 
thermal conductivities than the same liquids without nanoparticles. 
For the copper oxide/ethylene glycol system, thermal conductivity 
can be enhanced by more than 20 percent at a volume fraction of 
0.04 (4 vol.%). In the low-volume fraction range tested (up to 
0.05), the thermal conductivity ratios increase almost linearly with 
volume fraction, but with different rates of increase for each 
system. The present experimental data also show that the thermal 
conductivity of nanofluids depends on the thermal conductivities 
of both the base fluids and particles: For nanofluids using the same 
nanoparticles, the conductivity ratio increases of ethylene glycol 
nanofluid systems are always higher than those of water nanofluid 
systems; For nanofluids using the same liquid, the conductivity 
ratio of the CuO system is always higher than that of the A1203 

system. 

Comparisons between the measured thermal conductivity of 
nanofluids and the predicted values of a model developed by 
Hamilton and Crosser (1962) were made. The Hamilton-Crosser 
model is capable of predicting the thermal conductivity of nanoflu­
ids containing large agglomerated A1203 particles. However, the 
model appears to be inadequate for nanofluids containing CuO 
particles. Further work is required to clarify the reasons for this 
discrepancy. 

To clearly understand the mechanisms of thermal conductivity 
enhancement of nanofluids, further research is needed. One of the 
major differences between experimental data and the theoretical 
model is that the rate of increase of thermal conductivity depends 
strongly on particle size. Therefore, not only the effect of particle 
shape, which was considered by Hamilton and Crosser (1978), but 
more importantly, the effect of particle size should be investigated. 
We need to develop a more comprehensive theory in the future to 
explain the complex behavior of nanofluids. 

In our study, the thermal conductivity of stationary nanofluids 
was considered. Several investigators have reported augmentation 
of the effective thermal conductivity of suspensions with 
millimeter-sized polystyrene particles under laminar flow (Ahuja 
1975; Sohn and Chen 1981). Therefore, we expect that the effec­
tive thermal conductivity of nanofluids under flow conditions 
might be higher than that seen in the present experimental results. 
Hence, heat transfer tests to assess the thermal performance of 
nanofluids under controlled flow conditions are currently being 
conducted. 
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Higher-Order Sensitivity of Heat 
Conduction Problems to Random 
Data Using the Spectral 
Stochastic Finite Element 
Method 
The spectral formulation of the stochastic finite element method is applied to the 
problem of heat conduction in a random medium. Specifically, the conductivity of the 
medium, as well as its heat capacity are treated as uncorrelated random processes 
with spatial random fluctuations. This paper introduces the basic concepts of the 
spectral stochastic finite element method using a simple one-dimensional heat conduc­
tion examples. The implementation of the method is demonstrated for both Gaussian 
and log-normal material properties. Moreover, the case of the material properties 
being modeled as random variables is presented as a simple digression of the formula­
tion for the stochastic process case. Both Gaussian and log-normal models for the 
material properties are treated. 

1 Introduction 
Mathematical models of physical systems, be they in the form 

of partial differential equations, or in some other algorithmic 
form, are essentially abstract representations of our observations 
regarding these systems. One important usage of these models 
derives from their ability to predict the behavior of the systems 
in response to their environment, and thus allow for the mitiga­
tion against extreme conditions under which these systems may 
fail to fulfill their intended function. With the recent technologi­
cal advances in materials and computational science, the ex­
pected accuracy of these models is being continually pushed to 
its limits. The engineering of materials at the nanoscale level, 
for example, requires tolerances that are vanishingly small. 
Also, given the capabilities of today's computers, and even 
more so the extrapolation of these capabilities into the near 
future, ever more sophisticated models of physical systems can 
be solved numerically, thus providing higher accuracy on the 
behavior of these systems and significantly extending their oper­
ational boundaries. 

It is therefore clear that the drive for more accurate models 
is justified both by the need for the added accuracy from such 
models as well as by the ability to solve numerically the corre­
sponding complex equations. One way to achieve this higher 
accuracy is to improve the fidelity of the parameters of the 
analytical model. In many cases, the accuracy in estimating 
these parameters can indeed be tightly controlled. The high 
costs associated with such a control, however, makes it very 
desirable to be able to assess a priori the sensitivity of the 
predictions with respect to specific parameters, so as to guide 
future experimental investigations according to a rational cost 
effective strategy. 

In this paper, the above sensitivities are investigated by cast­
ing the problem in a probabilistic context, thus providing a 
rigorous framework in which to characterize the uncertainties 
in the data, to propagate them through the mathematical model, 
and to study their effect on predicted field variables. A number 

of papers and books have been devoted to analyzing the propa­
gation of uncertainty as described above (Fadale and Emery, 
1994; Beck et al., 1985). The framework set forth in this paper 
views the random nature of the problem as contributing a new 
dimension to the problem along which approximation tech­
niques, such as the weighted residual method, are applied. The 
details of this technique have been published elsewhere (Gha­
nem and Spanas, 1991; Schueller, 1997), and a brief review is 
included here for the sake of completeness. 

In this paper a random medium property, such as thermal 
conductivity, will be expanded according to 

k(x,0) = I& (0 )k , (x ) , ( l ) 
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where 8 denotes the random dimension, k, represents a deter­
ministic function representing a component of the fluctuation 
of the property k, while £, represents the random magnitude of 
this function and hence its random contribution to the overall 
property. These functions can be viewed as representing the 
components of the random fluctuation at various scales, and 
will therefore be referred to as the scales of fluctuation. Clearly, 
the probabilistic structure of the random variables £,• (9) depends 
on that of k(x, 6). These variables will follow a Gaussian 
distribution if and only if the quantity k(x, 8) being represented 
is itself Gaussian, otherwise their probabilistic character is not 
easily characterized in closed form. Both the property and its 
various scales are global quantities and depend on the spatial 
position x; they can also be multivariate quantities. The random 
medium, acting as a nonlinear filter, will couple the uncertainties 
from the various scales. The particular case of a random variable 
can be obtained as a specific digression of the foregoing to the 
case where the scales of fluctuation are constant over the range 
of their argument, and k(x, 8) is therefore independent of x. 
Although most material properties are more accurately de­
scribed as stochastic processes with spatially random fluctua­
tions, in many cases it may prove more efficient, or consistent 
with the available data, to model them as random variables. 
The unification of the treatment for both cases is convenient as 
it permits a continuous transition from one case to the other 
while quantifying the change in the prediction. The solution 
sought in this paper, in the form of the temperature T(x, t, 9) 

290 / Vol. 121, MAY 1999 Copyright © 1999 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



throughout the domain, is a multidimensional nonlinear function 
of the set {£,•} and will be assumed to have the following 
generic form: 

T(x, t, 6) s 7 ( U , ( 0 ) } ) = I T,(x, t)M6), (2) 

where { Tt (x, f)} are deterministic quantities to be calculated, 
and {ifj, (8)} is a basis in the space of random variables. This 
basis will be taken to be the set of multidimensional Hermite 
polynomials in the quantities {£,(#)}. This basis will be re­
ferred to as the polynomial chaos (Weiner, 1938). The Monte 
Carlo simulation procedure is a special case of the above repre­
sentation, with 

<Pi(0) = 6(t %), (3) 

where 6, is a particular outcome, and 6 denotes Dirac's delta 
function. In this case, the stochastic process can be viewed as 
being equal to the collection of its realizations, and the summa­
tion in Eq. (2) should be viewed as a formal summation. In 
this case, the nonlinear filter action of the medium is eliminated 
by virtue of the property of the delta functions. Higher-order 
interactions between the various scales are therefore nonexistent 
in this case, and the scales associated with a Monte Carlo simu­
lation are independent. This is as expected, since in this case, 
these scales represent independent realizations of the random 
property of the medium. It is clear, therefore, that Monte Carlo 
simulation provides a collocation approximation along the ran­
dom dimension. This paper will present the framework that 
generalizes this concept. Of course, for the approximation asso­
ciated with Eq. (3), the deterministic quantities Tj(x, t) repre­
sent individual realizations of the solution process that are asso­
ciated with the random abscissa 0,. Moreover, in a Monte Carlo 
setting, the equations for T,(x, f) are uncoupled. More gener­
ally, the equations for the T,(x, t) will be coupled, and they 
must be solved for simultaneously, thus requiring additional 
computational effort. However the number of terms required in 
the series representation will depend on the particular basis 
chosen. A balance can thus be reached between the size of the 
final system and the level of coupling between its components 
(Ghanem, 1998). 

In addition to providing insight into the propagation of uncer­
tainty with respect to scales of fluctuation of the random mate­
rial properties, a format of the solution as given by Eq. (2) has 
an important appeal. Specifically, having distilled the uncer­
tainty out of the spatial dimension through a representation 
that is reminiscent of the method of separation of variables, it 
becomes possible to perform a number of analytical operations 
on the solution process. These may be needed to determine, 
among others, the optimal sampling locations for both material 
properties and field variable. The details of these calculations, 
however, are not pursued further in this paper since the empha­
sis here is on developing the framework for characterizing the 
solution process itself. 

In the next section, the discretization of random processes in 
terms of a finite number of random variables is presented. Em­
phasis is placed on two expansions, namely the Karhunen-Loeve 
and the polynomial chaos expansions. 

In the next section, random variables and stochastic processes 
are briefly reviewed with emphasis on their representation in 
computationally tractable forms. Following that, the nondimen-
sional equations governing heat conduction in a randomly het­
erogeneous medium are reviewed. Next, the discretization with 
respect to the spatial variables is implemented via the finite 
elements formalism, resulting in a set of nonlinear ordinary 
differential equations with respect to the time variable. In view 
of the randomness of the material properties of the material, the 
unknowns at this stage consist of vectors of random variables 
representing the temperature at the nodes. After that, the Karhu­
nen-Loeve and the polynomial chaos expansions are used to 
obtain an ordinary differential equation with deterministic coef­
ficients. Finally, the formalism is exemplified by its application 
to a one-dimensional problem, and the significance of the results 
is discussed. 

2 Representation of Random Variables and Stochas­
tic Processes 

The development presented in this paper hinges on the defini­
tion of random variables as measurable functions from the space 
of elementary events to the real line. As functions, approxima­
tion theory, as developed for deterministic functions, will be 

N o m e n c l a t u r e 

«/,.. .it = coefficient in polynomial 
chaos expansion 

a,y = nondimensional conductance 
tensor 

C = global capacitance matrix 
C, = global capacitance matrix de­

rived from the /th term in Kar­
hunen-Loeve expansion 

C\e) = elemental matrix associated 
with matrix C, 

c = heat capacity 
c = mean of c 
d = nondimensional heat capacity 
K = global conductance matrix 

K, = global conductance matrix de­
rived from the i'th term in Kar­
hunen-Loeve expansion 

k(x, 6) = random thermal conductivity 
at location x 

k, (x) = i th scale of fluctuation of k (x, 

k(x) = mean of k 

H = derivatives of the 
shape functions 

L = length of domain 
N, Nc, Nk — number of terms in­

cluded in various 
expansions 

#*<:(x, y) = covariance function 
of)fc(x) 

q = flux vector 
qb = boundary flux 
T = nodal temperatures 

T, = ith component of the 
nodal temperatures 

T(x, t, 9) = random temperature 
at point x and time ; 

T0 = initial temperature 
f = time derivative of T 

T+ = nondimensional tem­
perature 

t+ = nondimensional time 
a = nondimensional £her-

mal property = ~kn/c~ 
r„(6,> • • •, £i„) = polynomial chaos of 

order n 

<5( •) = Dirac's delta function 
ipi(O) = orthogonal polynomials in {£,} 

\, = eigenvalue of the covariance 
kernel 

4>i(x) = eigenfunction of the covariance 
kernel 

f2 = spatial domain of definition of 
the problem 

dfl{ = spatial domain boundary with 
essential boundary conditions 

<9fl2 = spatial domain boundary with 
natural boundary conditions 

7r( •) = symmetric permutation of its ar­
guments 

6 = index on space of random events 
£,(#) = uncorrelated random variables 

£ = nondimensional spatial coordi­
nate 
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applied to random variables. The main question to be addressed, 
already raised in the Introduction, is the characterization of the 
solution to a physical problem where some parameters of the 
model have been modeled as stochastic processes. The answer 
to this question lies in the realization that in the deterministic 
finite element method, as well as most other numerical analysis 
techniques, a solution to a deterministic problem is known once 
its projection on a basis in an appropriate function space has 
been evaluated. It often happens, in deterministic analysis, that 
the coefficients in such a representation have an immediate 
physical meaning, which distracts from the mathematical sig­
nificance of the solution. Carrying this argument over to the 
case involving stochastic processes, the solution to the problem 
will be identified with its projection on a set of appropriately 
chosen basis functions. A random variable, will thus be viewed 
as a function of a single variable, 9, that indexes the space of 
elementary events. A stochastic process or field, k, being de­
fined as a space-indexed (or time-indexed) collection of random 
variables is then formally a function of n + 1 variables where 
n is the physical dimension of the space over which each realiza­
tion of the process is defined. This dimension generally refers 
to either space or time, spatial stochastic processes being the 
subject of this paper. As already mentioned in the Introduction, 
Monte Carlo simulation can be viewed as a collocation along 
this 9 dimension. Other approximations along this dimension 
are possible, and are explored in this section. This theoretical 
development is consistent with the identification of the space 
of second-order random variables as a Hilbert space with the 
inner product on it defined as the mathematical expectation 
operation (Loeve, 1977). Second-order random variables are 
those random variables with finite variance, they are mathemati­
cally similar to deterministic functions with finite energy. 

2.1 Karhunen-Loeve Expansion. The Karhunen-Loeve 
expansion (Loeve, 1977) of a stochastic process k(x, 9), is 
based on the spectral expansion of its covariance function Rkk(x, 
y). Here, x and y are used to denote spatial coordinates, while 
the argument 9 indicates the random nature of the corresponding 
quantity. When the process has been discretized over space, a 
covariance matrix is obtained that represents the correlation 
between the various members of the resulting discretized vector. 
The covariance function being symmetrical and positive defi­
nite, by definition, has all its eigenfunctions mutually orthogo­
nal, and they form a complete set spanning the function space 
to which k(x, 6) belongs. It can be shown that if this determinis­
tic set is used to represent the process k(x, 9), then the random 
coefficients used in the expansion are also orthogonal. The 
expansion then takes the following form: 

Eigenvectors for Karhunen-Loeve Expansion 

k(x,9) = k(x) + S ^ ( 9 ) i W , ( 4 ) 

where £(x) denotes the mean of the stochastic process, and 
{£<(#)} forms a set of orthogonal random variables. Further­
more, {4>, (x)} are the eigenfunctions and {X, } are the eigen­
values, of the covariance kernel, and can be evaluated as the 
solution to the following integral equation: 

1 tffct(x, y)<l>,(y)dy = \,-<Mx), (5) 

where f2 denotes the spatial domain over which the process 
k(x, 9) is defined. The most important aspect of this spectral 
representation is that the spatial random fluctuations have been 
decomposed into a set of deterministic functions in the spatial 
variables multiplying random coefficients that are independent 
of these variables. If the random process being expanded, k(x, 
9), is gaussian, then the random variables {£,} form an ortho-
normal Gaussian vector. The Karhunen-Loeve expansion is 
mean-square convergent irrespective of the probabilistic struc­
ture of the process being expanded, provided it has a finite 
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variance (Loeve, 1977). The closer a process is to white noise, 
the more terms are required in its expansion, while at the other 
limit, a random variable can be represented by a single term. 
In physical systems, it can be expected that material properties 
vary smoothly at the scales of interest in most applications, and 
therefore only few terms in the Karhunen-Loeve expansion can 
capture most of the uncertainty in the process. Clearly, the more 
accuracy is required from the predictions of a certain model, 
the more terms should be included in the Karhunen-Loeve series 
representing its data. This expansion represents a rational proce­
dure for optimally truncating a discrete representation of a sto­
chastic process which minimizes the lost information. Figure 1 
shows a one-dimensional stochastic process with a very small 
correlation length along with its first four scales of fluctuation 
(thefunctions <£,(x)). Since the eigenfunctions are normalized, 
the eigenvalues reflect the contribution of each of the scales to 
the overall process. Given the intrinsic symmetry and positive-
definiteness of the covariance function these eigenvalues decay 
monotonically. Figure 2 shows similar data for a stochastic 
process having a very large correlation length. Note that in this 
case, only the first eigenvector contributes significantly to the 
overall process. Given the almost constant amplitude of this 
eigenvector, realizations of the process are almost constant over 
the spatial extent of the domain. Also shown in both of these 
figures are corresponding realizations of the stochastic processes 
simulated according to the Karhunen-Loeve representation. 

2.2 Polynomial Chaos Expansion. The covariance func­
tion of the solution process is not known a priori, and hence 
the Karhunen-Loeve expansion cannot be used to represent it. 
Since the solution process is a function of the material proper­
ties, nodal temperatures, T(9), can be formally expressed as 
some nonlinear functional of the set {£,(#)} used to represent 
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the material stochasticity. It has been shown (Cameron and 
Martin, 1947) that this functional dependence can be expanded 
in terms of polynomials in Gaussian random variables, referred 
to as polynomial chaoses. Namely, 

T(6) = aoro+ I fl(ir,(^(fl)) 

+ 1 1 ailhr2ait(d),^(d)) + .... (6) 

In this equation, the symbol ]""„(£,,,. . . , £,n) denotes the polyno­
mial chaos (Wiener, 1938; Kallianpur, 1980) of order n in the 
variables (£,-, £,n). These are generalizations of the multidi­
mensional Hermite polynomials to the case where the indepen­
dent variables are functions measurable with respect to the Wie­
ner measure. In general, the nth-order polynomial chaos can be 
expressed as 

r,«,(») 6.W) 

I ( - 1 ) ' I n ^ ( « ) I I 6,(0) "even 
r=>n JTO',,. . . ,/„) Jt=l t=r + l 

r even 

i (-iy-' i n«.,(») n &,w "odd 
(7) 

where 7r(-) denotes a permutation of its arguments, and the 
sum is over all such permutations such that the sets {£,,, . . . , 
£;r) is modified by the permutation. Introducing a one-to-one 

mapping to a set with ordered indices denoted by (ip, (9)} and 
truncating the polynomial chaos expansion after the pth term, 
Eq. (6) can be rewritten as 

no) = I WW). (8) 
J'-O 

These polynomials are orthogonal in the sense that their inner 
product (ifij4<k)< which is defined as the statistical average of 
their product, is equal to zero for; * k. Moreover, they can be 
shown to form a complete basis in the space of second-order 
random variables. A complete probabilistic characterization of 
the process T(9) is obtained once the deterministic coefficients 
Tj have been calculated. A given truncated series can be refined 
along the random dimension either by adding more random 
variables to the set {£,} or by increasing the maximum order 
of polynomials included in the polynomial chaos expansion. 
The first refinement takes into account higher frequency random 
fluctuations of the underlying stochastic process. Although the 
present paper addresses spatial processes, these random fluctua­
tions can be either temporal or spatial depending, respectively, 
on whether the process extends over time or space. The second 
refinement captures strong nonlinear dependence of the solution 
process on this underlying process. It should be noted at this 
point that the polynomial chaos expansion can be used to repre­
sent, in addition to the solution process, stochastic processes 
that model non-Gaussian material properties. The processes rep­
resenting the material properties are thus expressed as the output 
of a nonlinear system to a Gaussian input. 

3 Governing Equations 

Since it will be assumed in the foregoing that the material 
properties of the medium are spatially varying, it will be neces­
sary to carefully develop the nondimensional form of the heat 
conduction equations. The heat equation for a spatially varying 
medium is given by 

dT 

dt ' v-kvr = o, x e n (9) 

subjected to the following initial and boundary conditions: 

T(0,x) = T0, T(t, x) = T„,x e dnu 

dT 
-k — = qh, x 6 <9fi2-

an 
(10) 

In these equations, fl denotes the spatial domain of definition 
of the problem, 3S7, denotes a subset of its boundary along 
which essential boundary conditions are applied, while 8Q,2 

denotes that portion of the boundary along which natural condi­
tions are applied, and x denotes a spatial coordinate. Moreover, 
k and c denote, respectively, the conductivity tensor and the 
volumetric heat capacity of the medium which will be assumed 
to be spatially varying random process. Let 

k = [k,y] = ku[au (11) 

where a is an anisotropy tensor, equal to the identity tensor for 
a homogeneous and isotropic material, and ~kn denotes the mean 
of the conductivity tensor in direction 11. Moreover, introducing 
the following nondimensional space and time variables 

r = 1 t
+ = — T+ = T ~ 1° 

L ' L2 ' qhLlH.u 

— , a = - , 
c c 

(12) 

where L is some representative spatial scale, results in the final 
form of the governing equation, 
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dT+ 

d —- - V • aV7 + = 0. 
dt+ (13) 

The initial and boundary conditions associated with the new 
nondimensional variables are given by 

T+(0, Q = 0, T+(t, Q = ^ - ^ t 5 e a n , , 

dT+ 

dn 

qbLlkn 

= 1, 5 e dft2. (14) 

Following the presentation in the previous section above, the 
conductivity tensor and the volumetric heat capacity can be 
expanded according to 

w. w, 

d(Q= 1 + X £ - 4 ( 0 = X 6 4 ( © , (15) 

and 

a ( 0 = I + I 6 a , ( 0 = I 6 a , ( 0 . (16) 
/=i /=o 

It should be noted here that since the processes a and d are 
assumed to be independent, the random variables £, appearing in 
their respective expansions are also independent. Thus, denoting 

N = NC + Nk, (17) 

the above expansions can be rewritten as 
N 

<*(£)= 1 + X & 4 ( S ) , 4 = 0 , i>Nc, (18) 
/ = i 

and 
N 

a(D = I + X & a , ( D , a, = 0 , i s Nc. (19) 

Substituting these two expansions into the governing equation 
yields 

(i + X 64(D) ^ T - v-(i + I ^ ( j ) )vr = o. (20) 
, = 1 * ,= ! 

In the spirit of the finite element method, this last equation is 
projected onto a basis consisting of test functions, taken here 
to be the set of local polynomials in the spatial variables £. 
Following that with the traditional Galerkin projection results 
in the following algebraic equation for the nodal temperatures: 

N N 

X &C,-t + X £/K,T = q, (21) 
1=0 (=0 

where the matrices C, and K, are obtained by assembling the 
elemental matrices given by 

Cj«>= f 4 ( D H ( © H r ( D 4 £ , (22) 

and 

VH r(Qa,(QVH(Q</E, (23) 

and the right-hand side vector is obtained by assembling the 
following elemental vectors: 

f H(£)d(Sfi). (24) 

Here, the matrices H consist of derivatives of the shape func­
tions. For the problem at hand, bilinear shape functions are 
adequate and will be used in the numerical example. The essen­
tial boundary conditions can then be implemented according to 
standard finite element procedures, assuming they are to be 

imposed with probability one. For each realization of the ran­
dom variables £,-, the above equations can be solved for a corre­
sponding realization of the temperature T throughout the do­
main. It should be noted that the element-level matrices C\e) 

and K^' appearing above are given by expressions that are 
analogous to the elemental matrices in deterministic finite ele­
ments. The only distinction being in the fact that the material 
properties used in computing the j'th matrix are given by the 
iXh scale of fluctuation of the material property as given by 
4 ( 0 or a, ( 0 . 

Next, a procedure is developed that implements the concepts 
developed in the previous section. Specifically, the temperature 
field T is represented as 

: X <l>j%, 
J = 0 

(25) 

and a framework is developed for evaluating the deterministic 
coefficients T, in this expansion. Substituting this expansion in 
Eq. (21) above yields 

M N M N 

X X & ^ Q f , + X X £*K,-T. = q. (26) 
j=o 1=0 j=o ;=o 

Multiplying this last equation by each of the \]ik and taking the 
ensemble average results in the following equation: 
M N M N 

X X <tiWk)C% + X X <6W*>K,T, = ( q ^ > , 
j=o ;=o j=o i=o 

k = 1, . . . , M . (27) 

This last procedure is mathematically equivalent to forcing the 
error in the approximation for the temperature to be orthogonal 
to the approximating space as defined by the basis {ijj,}. Fi­
nally, denoting {$,(/'yi/'t) by dijk, and (qi/'*) by q t , this last equa­
tion becomes 

M N M N 

X X 4»C,T, + X X 4y*K,TJ. = q„ k=l,...,M. (28) 
.1=0 ;=o j = 0 1=0 

This is a linear system of deterministic equations that can be 
solved for the unknown coefficients T,. Values for the coeffi­
cients diJk can be calculated ahead of time and tabulated. Clearly, 
this system of equations has dimension M X N-degrees of-
Freedom where N-degrees of-Freedom is the number of deter­
ministic degrees-of-freedom in the system, and is therefore 
much more computationally intensive to solve than the deter­
ministic problem. However, efficient customized algorithms 
have been developed (Ghanem and Kruger, 1996) that take into 
consideration the fact that all submatrices C, and K, have the 
same nonzero structure as their deterministic counterparts, thus 
significantly reducing the storage requirements for the problem. 
Advantage can also be drawn from the observation that a lower-
order solution (say with a smaller value of M) provides a good 
approximation to a higher-order solution. This property is a 
consequence of the spectral nature of the polynomial chaos 
expansion. Its immediate benefit is achieved when implemented 
with an iterative linear solver whereby the availability of a good 
initial guess is crucial for the accelerated convergence of the 
iterations. Efficiency gains of two orders of magnitudes have 
been achieved by capitalizing on the above observations (Gha­
nem and Kruger, 1996). For a first-order expansion, the number 
of equations that needs to be assembles is equal to the number 
of terms in the Karhunen-Loeve expansion. This is similar, in 
terms of computational effort, to the perturbation approach, with 
the added benefit, however, of the ability to expand to higher-
order expansions in a convergent and consistent manner and 
without the need to compute higher-order derivatives. 

Once the coefficients in the expansion of the solution process 
have been evaluated, the variance of the solution can be readily 
obtained. Noting that the polynomial chaos basis is orthogonal, 
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a simple expression for the covariance matrix of the solution 
process is given by 

N 

R r , = I T,Tf (,//?). (29) 

The variance of the solution at any nodal point is then ob­
tained as the diagonal elements of R77-. Of course, additional 
information is contained in the expansion coefficients T;, be­
yond this second-order characterization. Indeed, a complete 
probabilistic characterization is condensed in these coefficients. 
Simulated realizations of the solution can be simply obtained 
by generating a set of random variables 6 from which the 
polynomial chaoses are formed and used in the expansion of the 
temperature field. The coefficients of the first-order expansion 
(those multiplying the first-order polynomials, 6> 6> 6> £4) 
can be viewed as the first-order sensitivity coefficients similar 
to those obtained from a perturbation-based analysis of the prob­
lem (Fadale and Emery, 1994). 

The framework presented in the previous sections is now 
applied to a simple example. Consider a one-dimensional do­
main defined over C, e [0, 1], with both random heat capacity 
and random conductivity. Assume each of these two random 
quantities to be specified, in a probabilistic sense, by its mean 
value and its correlation function. Note that in the case of a 
random variable, this mean value would be a constant, and the 
correlation function would be equal to the variance of the ran­
dom variable. The covariance function used in the numerical 
examples is the exponential function having the form, 

R*(x,y) = <Tle-[*-»Ub, (30) 

where crk denotes the standard deviation of k and b its correlation 
length. The two random processes can then be represented in 
the following form: 

C = C + £,C!, (31) 

and 

K = K + 6 K , + 6K 2 + 6K3, (32) 

where the random variables 6 appearing in both expansions are 
orthogonal. The inclusion of two terms in the representation of 
the heat capacity reflects the hypothesis that it varies slowly over 
space, while the inclusion of four terms in the representation for 
the conductivity corresponds to the hypothesis that this property 
varies more significantly over space. Figures 1 and 2 show 
examples of two such processes. In order to combine both 
expansions in the same computational framework, it is expedi­
ent to rewrite them as follows: 

4 

c = c + 6 0 + &o + 6 0 + 6C4 = I 6 Q , (33) 
1=0 

and 
4 

K = K + 6K, + 6K2 + 6K3 + 60 = I 6K,. (34) 
1=0 

Moreover, an expansion of the temperature field as given by 
Eq. (6) will be sought. This has the form 

T = T + 6T, + 6T2 + 6T3 + 6T4 + (Si - 1)T5 

+ (66)T6 + (66)T7 + (66)T8 + (£? - 1)T9 

+ (66)T,0 + (66 )T „ + (61 - 1)T12 + (66)T13 

+ (65 - 1)T14 + ( 6 - 36)T15 + (61 - 36)T34 
15 

= X -A,T, + ^4T34. (35) 
i=0 

This expansion includes all the second-order terms plus two 
third-order terms in the four variables 6 defining the material 

properties, and thus serves as an approximation of the temperature 
field as a surface in the space defined by these variables (recall 
that 6 = 1 and is thus not considered as one of the basic variables). 
The indexing on the coefficients in all the above expansions is 
compatible with a four-dimensional expansion. For lower-dimen­
sional expansion, the same indexing can still be used with only 
the coefficients referencing the active 6 variables not equal to 
zero. For higher-order expansions, on the other hand, the indexing 
scheme must be modified in order to insert the polynomials with 
respect to the new variables at their appropriate location. The 
expansion given by Eq. (35) can be shown to be a mean-square 
a convergent for any stochastic process with finite variance (Gha-
nem and Spanos, 1991). The significance of the various terms in 
Eq. (35) is of great relevance in applications. In particular, to the 
extent that each 6 represents the contribution of the ;'th scale of 
fluctuation of a specific material property, the coefficients of the 
first-order terms in the expansion of the temperature field (i.e., 
those terms multiplying the first-order polynomials), represent the 
first-order sensitivity of the temperature with respect to those 
scales. More accurate estimates of these sensitivity coefficients, 
however, can be obtained by including the effects of the higher-
order terms, according to the chain rule, resulting in the following 
equation: 

f^f'T, <36) 
<96 ;_„ <% 

The first-order sensitivity of the temperature with respect to 
the overall property is obtained by adding the contribution from 
all scales making up that property, resulting in 

S=ii^TM(r.»). (37) 
#a(f, 6») J=0 i=0 96 

The resolution of the sensitivity at the levels of individual 
scales, however, is of great significance in itself. Indeed, it 
permits the identification of the significant scales of the prop­
erty, thus indicating a preferred strategy for the experimental 
estimation of that property. Specifically, through a judicious 
spacing of measurements along a specimen, a specific scale of 
fluctuation of the material property can be evaluated. The 
higher-order terms in the expansion can be used to refine the 
estimated values of these sensitivities to within target accuracy. 

4 Non-Gaussian Material Properties 

There is ample evidence that many material properties cannot 
formally be modeled as Gaussian processes. This observation 
is consistent with the fact that most material properties are 
strictly positive. Notwithstanding its simplicity, the Gaussian 
model becomes physically unacceptable when the coefficient 
of variation of the material property gets above 0.2. For these 
values of the coefficient of variation, the Gaussian model stipu­
lates the occurrence of negative values for the material proper­
ties with a non-negligible probability. For these situations, non-
Gaussian models have to be adopted. Consistent with the series 
representation of general stochastic processes adopted in this 
paper, non-Gaussian processes are represented as orthogonal 
polynomials in a Gaussian process. 

Thus, assuming that both thermal conductivity k, and heat 
capacity, c, are modeled as non-Gaussian processes, the expan­
sions in Eqs. (33) and (34) would be replaced by the following 
expansions: 

c = c + 60 + 60 + 60 + 6C4 + (tf - 1)0 + (66)0 

+ (66)0 + (66)0 + (61 - DO + (66)0 

+ (66)0 + (61 - DO + (66)0 + (61 - i)C,4 

= I ^ Q , (38) 
1=0 
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Fig. 3 Coefficients in the expansion of temperature. Solution using 
mean values of the parameters. 

and 

K = K + £,K, + £2K2 + &K3 + £4<> + (tf - 1)K5 

+ (? i6)K 6 + (£ ,6 )K, + (£,&)K. + (& - 1)K9 

+ (&6)Kl0 + (66)Kn + « | - DK12 

14 

+ (6&)K13 + ( t f - l ) 0 = 5 > , K , . (39) 
(=0 

The expansion for the temperature field remains unchanged. It 
is important to note that the deterministic coefficient appearing 
in the above expansions for the material properties must be 
determined based on the probabilistic characteristics of the data. 
This involves regressing the data on a polynomial of indepen­
dent normalized Gaussian variables. Analytical expressions for 
the important case of a lognormal process have been obtained 
(Ghanem, 1999). The importance of the log-normal case stems 
from the restriction of such processes to assuming positive val­
ues. For small values of the coefficient of variation, log-normal 
processes are similar to some Gaussian process. This similarity 
rapidly diminishes as the coefficient of variation increases. Ob­
viously for the non-Gaussian case, the coefficients dtJk is equal 
to {tpiij/jtlik}. This coefficients can be readily evaluated and tabu­
lated using any of the readily available symbolic manipulation 
packages such as Macsyma or Mathematica. 

5 Numerical Example 

The method described above is now exemplified by its appli­
cation to a simple problem. Consider a one-dimensional domain 
of unit length subjected to a constant heat flux specified by its 
nondimensional magnitude, qbLlk = 1°C, at one end and per­

fectly insulated at the other end. Here k denotes the statistical 
mean of the thermal conductivity. Let the initial temperature of 
the domain be at 300°C. The spatial domain is divided into a 
uniform mesh of ten elements. Figure 3 shows the evolution 
with time of the temperature at various nodal points in the 
domain under the assumption of a homogeneous medium having 
thermal properties equal to the average values. Figure 4 shows 
the results associated with the thermal conductivity and the heat 
capacity having both a Gaussian probability density function 
and a coefficient of variation equal to 0.4. The subscript on the 
temperature in this figure refers to the expansion given in Eq. 
(35). Comparing the coefficients T\ and T4, it is clear that the 
temperature distribution throughout the domain is much more 
sensitive to variations in the heat capacity than to variations in 
the conductivity. It should be noted, however, that the uncer­
tainty in the value of the heat capacity is likely to be much 
smaller than the uncertainty in the value of thermal conductivity. 
It has also been observed that treating the heat capacity as a 
deterministic quantity does not affect significantly the computed 
values of the coefficients associated with an uncertain hydraulic 
conductivity, thus leading to the conclusion that the two quanti­
ties can be uncoupled in an uncertainty analysis. Moreover, for 
larger values of the coefficient of variation of the heat capacity, 
second-order effects, as captured by the coefficients T l 5 and 
T34, have the same order of magnitude as the first order sensitiv­
ity coefficient, T4 . 

Figure 5 shows results associated with the conductivity hav­
ing a log-normal distribution with coefficient of variation equal 
to 0.4. It is clear from comparing this figure to the previous one 
that assumptions regarding the probabilistic character (Gaussian 
versus log-normal) have a significant impact on the predicted 
level of uncertainty in the temperature variation over time. Note 

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
Time Time 

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
Time Time 

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
Time Time 

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
Time Time 

Fig. 4 Coefficients in the expansion of temperature. Gaussian conduc­
tivity and heat capacity; COV conductivity = 0.4; COV heat capacity = 
0.4; correlation length = 100; one term in Karhunen-Loeve expansion. 
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Fig. 5 Coefficients in the expansion of temperature. Lognormal conduc­
tivity; COV conductivity = 0.4; COV heat capacity = 0; correlation length 
= 100; one term in Karhunen-Loeve expansion. 
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Fig. 6 Coefficients in the expansion of temperature. Gaussian conduc­
tivity process; COV conductivity = 0.4; correlation length = 0.2; two terms 
in Karhunen-Loeve expansion. 

that even the mean temperature field, as described by T0 is 
significantly affected by whether the conductivity is assumed 
to be Gaussian or log-normal. It has been observed, following 
a parametric study, that the effect of non-Gaussian material 
randomness increases substantially with the level of random 
fluctuations as described by the coefficient of variation. In Fig. 
5, the heat capacity is assumed to be deterministic and the 
correlation length of the process is assumed to be equal to 100 
times the spatial extent of the problem. In this limit of large 
correlation length, the conductivity can be treated as random 
variable, and is therefore made to depend on a single £,. Since 
it is not Gaussian, however, it is developed as a polynomial in 
this gaussian variable, and three terms are used in expanding it 
(four terms in Eq. (39) including the mean). This corresponds 
to the terms K0, Ki, K5, K15 in Eq. (39) being nonzero. Since 
the heat capacity is taken to be deterministic in this case, the 
coefficients corresponding to it in the expansion of the tempera­
ture field are equal to zero, as demonstrated in the figure. 

In all the above results, the correlation length of the conduc­
tivity process is taken to be very large (100) and a single term 
is included in its expansion. Figure 6 shows results similar to 
those in Fig. 4 except now the correlation length of the conduc­
tivity process is taken equal to 0.2, and two terms are included 
in the expansion of the process. These results correspond to the 
case of a Gaussian conductivity process. The terms multiplying 
the polynomials in £j and £2 are now activated. The first-order 
sensitivity, captured by the terms multiplying £j and £2, is now 
resolved with respect to each of these scales. Given the short 
correlation length used in this example, the contribution from 
the two scales is of the same order of magnitude. These scales 
of fluctuation represent the frequencies of fluctuation of the data 
at which the contributions to the overall property are uncorre-

lated. It is clear from these results that the sensitivity of the 
temperature field with respect to the uncertainties in the conduc­
tivity depends greatly on these scales of fluctuation. 

Figures 7 and 8 show the standard deviation of the temperature 
along the domain. This was obtained as the diagonal elements 
of the covariance matrix RTT as indicated in Eq. (29), with the 
four plots in each of these figures referring to a different upper 
limit on the summation in that equation. Figure 7 refers to the 
case with standard deviation and correlation length of thermal 
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Contribution from 1 Terms. 
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Contribution from 2 Terms. 
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0.2 0.4 0.6 0.8 
Time 

Contribution from 4 Terms. 

Fig. 7 Standard deviation of the solution. Gaussian conductivity pro­
cess; COV conductivity = 0.4; correlation length -100; one term in Kar­
hunen-Loeve expansion. 
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Fig. 8 Standard deviation of the solution. Gaussian conductivity pro­
cess; COV conductivity = 0.4; correlation length = 0.2; two terms in 
Karhunen-Loeve expansion. 
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Fig. 10 Standard deviation of the solution. Gaussian conductivity pro­
cess; COV conductivity - 0.4; correlation length = 0.2; two terms in 
Karhunen-Loeve expansion. 

conductivity equal to 0.4 and 100, respectively, while Fig. 8 
refers to the case where these values are, respectively, equal to 
0.4 and 0.2. This information has typically been used to assess 
the usefulness of model predictions in the presence of uncertainty. 
Large standard deviations of the solution process are usually 
indicative of low reliability of the results. It is clear from compar­
ing Figs. 7 and 8 that the latter case, corresponding to a spatially 
varying material property, predicts significantly larger standard 
deviation (and thus statistical scatter) in the temperature field. 
In light of the unavoidable spatial variability of thermal conduc­
tivity in most materials, either due to manufacturing variability, 
or to microscopic variation in environmental conditions, this ob­
servation suggests that novel procedures for data collecting 
should be developed in order to better assess this variability. 

Finally, Figs. 9 and 10 show the results associated with a 
Monte Carlo simulation of the problem. These figures show 
results obtained from one 100-realization Monte Carlo simula­
tion, together with results from two 1000-realization simula­
tions, as well as the results obtained from the polynomial chaos 
expansion described in this paper. Results are shown for two 
cases featuring different levels of correlation in the hydraulic 
conductivity process. It is clear that the results obtained from 
a Monte Carlo simulation, even one with 1000 realizations, are 
fairly unreliable as they do not converge in a consistent fashion. 
Convergence of the estimates obtained from the proposed 
method, on the other hand, can be assessed, albeit not formally, 
by comparing the contribution of successive terms in the expan-
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Fig. 9 Standard deviation of the solution. Gaussian conductivity pro­
cess; COV conductivity = 0.4; correlation length = 100; two terms in 
Karhunen-Loeve expansion. 

sion to the standard deviation of the solution. It is thus clear 
from Figs. 7 and 8 that contributions beyond those from the 
second-order terms have a small effect on the overall standard 
deviation. It should be noted, however, that in addition to pro­
viding reliable estimates to the second-order statistics, as dem­
onstrated here, the representation of the solution in the polyno­
mial chaos expansion permits the efficient simulation of realiza­
tions of the solution, thus permitting the rapid estimation of 
probabilities of extreme events. 

6 Conclusion 
A method has been presented that is capable of addressing, 

in great generality heat conduction problems involving random 
media. The method is based on treating the random aspect of the 
problem as a new dimension along which a spectral expansion 
is carried out. The method has been exemplified by its application 
to a simple problem. Material properties modeled as stochastic 
processes are handled just as easily as those modeled as random 
variables, and multiple heterogeneities can be included simultane­
ously. Moreover, the method is not restricted in its applicability 
to Gaussian material properties. This method, however, results in 
an extended system of equations that is larger than the associated 
deterministic finite element system. This increase in size is com­
mensurate with the addition of a new dimension to the problem, 
and should be viewed as the cost of added resolution. Indeed, 
instead of lumping it into its average value, the data is resolved 
according to its frequency of occurrence (probabilistic model), 
and this frequency is being propagated through the mechanics of 
the problem in order to infer about the frequency of occurrence 
of the temperature field. Techniques have been developed that 
capitalize on the peculiar structure of the final large matrix (Gha-
nem and Kruger, 1996). This peculiarity stems from the fact that 
each of its submatrices has an identical nonzero structure. It has 
been observed from the results presented in this paper that the 
level of predicted uncertainty in the computed solution process 
depends greatly on whether the material properties are modeled 
as stochastic processes or random variables. 

An important value of the procedure presented in this paper 
is that it provides the solution in the form of a convergent 
expansion, thus a reliable characterization for the propagation of 
uncertainty from the thermal properties values to the predicted 
values of the temperature can be obtained. 
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A Sequential Gradient Method 
for the Inverse Heat Conduction 
Problem (IHCP) 
A sequential-in-time implementation is proposed for a conjugate gradient method using 
an adjoint equation approach to solve the inverse heat conduction problem (IHCP). 
Because the IHCP is generally ill-posed, Tikhonov regularization is included to stabilize 
the solution and allow for the inclusion of prior information. Aspects of the sequential 
gradient method are discussed and examined. Simulated one and two-dimensional test 
cases are evaluated to study the sequential implementation. Numerical solutions are 
obtained using a finite difference procedure. Results indicate the sequential implementa­
tion has accuracy comparable to the standard whole-domain solution, but in certain cases 
requires significantly more computational time. Benefits of the on-line nature of a 
sequential method may outweigh the additional computational requirements. Methods to 
improve the computational requirements, which make the method competitive with a 
whole domain solution, are given. 

1 Introduction 
Estimating the conditions at the surface of a heat-conducting 

body from internal measurements is typically called the inverse 
heat conduction problem (IHCP). Inverse describes this type of 
conduction problem because conditions at the boundary or surface 
of a body are estimated using internal measurements. A direct 
conduction problem, by contrast, uses conditions specified on the 
boundary to compute the internal temperature. While the direct 
problem is generally a well-posed problem, the inverse problem 
tends to be ill-posed and very sensitive to measurement errors 
(Beck et al., 1985). A sequential method to solve the IHCP is 
discussed in this paper. The focus is on multidimensional prob­
lems. 

Many methods applied to solve the one-dimensional IHCP have 
been extended for the multidimensional problem. Function speci­
fication and gradient methods have received the most attention. 
Function specification specifies a functional form for the heat flux 
over a future interval (Beck et al., 1985). Specifying a functional 
form over the future interval provides regularization to stabilize 
the ill-conditioned problem (Lamm, 1995). In conjunction with 
specifying a functional form, function specification solves the 
problem in a sequential (on-time) manner. 

Several researchers have investigated the two-dimensional ap­
plication of the function specification method. It was applied to 
estimate spatially and time-varying convective heat transfer coef­
ficients (Osman and Beck, 1989, 1990), and surface heat flux 
(Osman et al., 1997). A boundary element method was coupled 
with function specification to investigate multidimensional prob­
lems by Zabaras and Liu (1988). Hsu et al. (1992) applied a finite 
element method to solve the general two-dimensional problem 
with inverse methods similar to function specification. 

Gradient methods, which typically apply a conjugate gradient 
iterative scheme, use iterative or Tikhonov regularization to sta­
bilize the solution and solve the multidimensional problem. Most 
researchers use an adjoint equation approach coupled with the 
conjugate gradient search method. Iterative regularization (Ali-
fanov, 1994; Alifanov et al., 1996) depends on the slowness or 
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"viscosity" of the solution and use the iteration index as the 
regularization parameter. Several papers use iterative regulariza­
tion (see Alifanov and Kerov (1981) and Alifanov and Egorov 
(1985)). Additional investigations using gradient methods, but not 
iterative regularization, are given in Zabaras and Yang (1996), 
Reinhardt (1996a, b), and Jarny et al. (1991). 

Function specification and gradient methods are powerful ap­
proaches to solve the multidimensional IHCP. An advantage of the 
function specification method is that the problem retains the causal 
nature, represented with a Volterra operator (Lamm, 1995). This 
allows a sequential solution and implementation in an on-line 
procedure with possible savings in computational time and mem­
ory. Gradient methods are typically applied on the whole time 
domain, not taking advantage of the causal nature of the problem. 
The demonstrated success of gradient methods, with the efficiency 
and on-line capabilities of a sequential implementation, suggest a 
sequential implementation of a gradient method would be a pow­
erful combination. A method that sequentially implements a gra­
dient scheme, using an adjoint equation approach, is proposed and 
to be developed; additional stability is introduced by including 
Tikhonov regularization. The method is anticipated to benefit by 
not requiring a prescribed functional form, which is particularly 
useful for the computational aspects of a sequential implementa­
tion. Other researchers who have proposed a sequential implemen­
tation are Reinhardt and Hao (1996a, b) and Artyukhin and 
Gedzhadze (1994); however, past implementations have addressed 
the one-dimensional problem with a limited investigation of the 
method. This paper addresses the one and two-dimensional prob­
lems for the sequential implementation. Although applying the 
sequential gradient method to linear one-dimensional problems is 
probably not needed or recommended, addressing the one-
dimensional problem provides valuable insight to the proposed 
sequential gradient method. This is the first known two-
dimensional implementation of a sequential gradient method. Is­
sues related to the influence of the number of future time steps and 
the computational requirements for a sequential implementation 
are important and studied in this paper. 

The next section develops the multidimensional IHCP. Section 
3 outlines the sequential implementation of the inverse solution. 
The numerical solution of the IHCP and potential benefits of the 
sequential gradient method are discussed in Section 4. Results 
using the sequential gradient method are presented in Section 5, 
including suggested improvements in the sequential method. Con­
clusions are given in the final section. 
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(T=f, (r,0) 
r (q + hT = f3(r,t)) 

r ( r , f0) = T0(r) (2c) 

(9 = / 2 ( ' . 0) 
(?(r,f) = ?) M -

Fig. 1 Schematic of multidimensional general IHCP 

2 Problem Statement of the Multidimensional IHCP 

A schematic of the general multidimensional IHCP is shown in 
Fig. 1. In the analysis that follows, the conduction problem is 
assumed linear, i.e., thermal properties do not depend on temper­
ature. Extending the gradient methods for nonlinear problems is 
discussed in Artyukhin (1996) and Loulou et al. (1996). For the 
proposed sequential implementation, it is possible to temporarily 
linearize a nonlinear problem, and consider it linear (discussed in 
Section 4.2). Assuming the thermal properties are independent of 
temperature, the problem is mathematically formulated as follows: 

V-0fc(r)Vr(r, ?)) = pC(r) - T(r, f) + v • Vr(r , t) 

(r) in il 
(tQ<t< tf) (1) 

The thermal conductivity and volumetric heat capacity are k(r) 
and pC(r). The spatial domain fl is moving at a constant velocity 
of v and the symbols F; (i = 1, 2, 3, 4) represent segments of the 
domain boundary. The outward pointing normal vector is denoted 
ft. Functions / , ( r , t), /2(r, t), /3(r, t), and T0(r) are assumed 
known. Boundary coefficients k, and h, are specified to form the 
different possible boundary conditions, i.e., k, = 0 and h, = 1 
specifies a temperature boundary condition (first kind), k2 — k(r) 
and h2 = 0 a flux condition (second) kind, and k3 — k(r) and /i3 

= h(r) a convective condition (third kind). Surface F4 has the 
unknown heat flux q(r, t). Excess information of transient tem­
perature measurements exists within the body (or at the surface of 
the body) at locations (r = d,) j = 1, . . . J. These measured 
temperatures are denoted 

Y(dp tk) = Yj{h), (3) 

and are available at discrete times tk, t0 < tk ^ tf, k = 1 , 2 . . . , 
M*. The analysis is developed for measurements being at discrete 
locations but continuous on time. It is straightforward to consider 
the case of discrete time. 

The objective is to estimate q(r, t) using the measured temper­
atures. Hence, the heat flux q(r, t) is estimated such that the 
calculated temperatures match the measured temperatures, T(dj, t; 
q) = Yj(t), where T(djt t\ q) is the solution of Eqs. (1) and (2). 
Due to the ill-conditioned nature of this problem, the matching is 
accomplished in a least-squares sense by minimizing the function 

J 
1 

J(q) 

[T(dp t;q) - Yj(t)]2dt 

-ki-^T(r,t) + hiT(r,t)=fi{r,t), 
on 

( r ) o n r „ ( i = 1 ,2 ,3) 
(t0 < f S tt)

 {2a> 

, s s , (r) on T4 

-k{T)Mnr,t) = q(r.t), ( f 0 < f 4 ) (2b) 

[q(r, t) - qp,,(r, t)]2drdt 

• ( 4 ) 

J* 

Nomenclature 

, b = dimension of two-dimensional 
simulated case, m 

C = specific heat, J/kgC 
dj = location for temperature sensor 

j , m 
ej = temperature residual sensor j , 

°C 
E = function space 
ft = nonhomogeneous term for 

boundary surface, T, 
h = convection coefficient, 

W/(m2oC) 
hi = boundary condition coefficient 
/ = number of components re­

tained in sequential implemen­
tation 

J = objective function, CC2 sec 
Js = sum-of-squares term in objec­

tive function, °C2 sec 
JR = regularization (Tikhonov) term 

in objective function, °C2 sec 
k = thermal conductivity, W/m°C 

kt = boundary condition coefficient 
L = length, m 

L2 — function space of all "square 
integrable" functions 

M = number of temporal compo­
nents for estimated heat flux 
on T4 

M* = number of discrete time steps 
ft = outward pointing unit normal 

vector 
p = number of parameters 

p" = search direction, °C2/(W/m2)m 
P = number of spatial components 

for heat flux on T4 

q = heat flux, W/m2 

1, q, = estimated heat flux, estimated 
heat flux with measurement 
errors, W/m2 

qfn = prior information for heat flux, 
W/m2 

qCBI = stored flux for sequential solu­
tion, W/m2 

r = two-dimensional coordinate 
vector, m 

r = number of future time steps 
Sy = temperature error, °C 

f, t0, tf = time, initial time, final time, 
sec 

T, T0 = temperature, initial tempera­
ture, °C 

v = velocity vector, m/s 
Y = measured temperature, °C 

aT = Tikhonov regularization pa­
rameter, (°C/(W/m2))2l/m 

T, = boundary surface / for domain 

n 
S = expected temperature noise, °C 

sec 
A<? = update to heat flux, W/m2 

At = time step, sec 
e = convergence tolerance 
p = density, kg/m3 

a = standard deviation of tempera­
ture noise, °C 

&Se — estimated error in heat flux, 
random measurement errors, 
°C 

T = relaxation parameter 
11 = two-dimensional domain 
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For the last term in Eq. (4), J„ serves as regularization (assuming 
that q(r, t) 3 L2 on T4 X (t0, tf)) to stabilize the ill-conditioned 
problem. It allows for prior information to be included, where 
?pri(r, t) is assumed known, but could possibly be zero. Regular­
ization of this form is similar to zeroth-order Tikhonov regular­
ization (Tikhonov and Arsenin, 1977). 

Schemes to minimize J{q) in Eq. (4), which use iterative search 
methods such as steepest descent or conjugate gradient, require the 
gradient of J(q). Methods to compute this gradient depend on the 
function space where q(r, t) is assumed to reside. Two possibil­
ities are a finite-dimensional space and an infinite-dimensional 
space. For the infinite dimensional problem a priori information is 
not required concerning the (unknown) function q(r, t). However, 
computation of the gradient requires solving two additional prob­
lems, which are the adjoint and sensitivity problems. For the 
special case when a priori information is available (or assumed) 
concerning the function, the problem is considered finite dimen­
sional and standard differential calculus can be used to compute 
the gradient. 

The approach considered here is the more general infinite-
dimensional problem. The heat flux is assumed to be in the 
function space E on F4 X (t0, tf). One possible choice for the 
function space is £ = L2, all square integrable functions on T4 X 
(t0, tf). In this case the scalar product is defined by 

<Z„ Z2)L2 = | Z,(r, t)Z2(r, t)dxdt (5) 

for functions Z,(r, f) and Z2(r, i). The associated norm of 
function Z,(r, t) is 

l|ZiH2,= ' IZ.(r. t)\2drdt. (6) 
•J io J r 4 

See Jarny et al. (1991) for other possible function spaces. The 
analysis is developed assuming the more general infinite-
dimensional function space. The solution for a finite-dimensional 
space can be obtained as a special case of the more general 
solution (Dowding, 1997). 

3 Inverse Solution 
The formulation for the inverse estimation of the surface heat 

flux is discussed. A conjugate gradient search method is used with 
an adjoint equation to estimate the surface heat flux. Although the 
solution is implemented in a sequential manner, the equations are 
similar to a whole domain solution. However, the solution is 
applied sequentially over a subset of the time domain. The details 
to derive the describing equations are not given in this paper due 
to space limitation. Jarny et al. (1991) provide an excellent refer­
ence to derive the describing equations for a gradient method to 
solve the multi-dimensional IHCP. 

The unknown surface heat flux is estimated using an iterative 
search method 

qn+1(r, t) = <7"(r, t) + Aq(r, t), (r) on T4. (7) 

The correction to the heat flux is 

Aq(r, /) = -p"p"(r , t), ( r ) o n r 4 (8) 

where p" is the search direction and p" is a (positive) scalar step 
size. For the steepest descent method the search direction is 

. p"(r, t) = V/(r, t, q"). (9) 

(It is actually the negative of the gradient, but the negative sign is 
incorporated in Eq. (8).) The conjugate gradient method, which 
typically converges more quickly, uses the history of the search 
direction to improve the current direction. Computation of the 
search direction requires the gradient V7 of the objective function 

J. To calculate the gradient an adjoint problem is derived. In 
addition to the adjoint problem, the sensitivity problem is needed 
to compute the step size p" in the given direction p". The solution 
of three problems is required for the inverse solution. The three 
problems represent the direct, adjoint, and sensitivity problems. 
(See Dowding (1997) for derivation of the three problems.) Dis­
cussion of the sequential implementation is given next. 

A sequential procedure is used to apply the gradient method 
over subsets of the time interval. The whole time domain r0 < ? < 
tf is uniformly discretized, t = mAt = t„„ m = 1, 2, . . . , M*, 
where At is the time-step and M* = (tf - t0)/At. Heat flux is 
estimated for M = M* — r + (I — 1) discrete intervals, where 
r is the number of future steps and / is the number of components 
retained. Assuming that the function q{r, t) is known for times t < 
?,„-!, the unknown heat flux over r-future time-steps, t,„-i < t < 
;,„+,._! is estimated. Equations for the whole domain implementa­
tion are identical in form to those for the sequential implementa­
tion. These equations are solved sequentially over the time interval 
;,„_, < ; < f„1+r-i progressing over the whole time domain. On 
each sequential interval, information from the previous interval is 
used to specify initial conditions or guesses. After the inverse 
solution converges the estimated heat flux from the current se­
quential interval is retained, which is typically the estimates at only 
the first time-step. However, estimates from more than the first 
time-step can be retained. The time interval is shifted by the 
number of retained estimates and the process is repeated. After the 
final sequential interval the residual principle is applied to insure 
the correct regularization magnitude is used 

1 [>r 
JU) = E [T(dJt q") - Yj(t)]2dt « TO2 (10) 

; = ' J to 

where S2 is the expected noise or error in the problem and r a 1 
is a relaxation parameter. In this investigation the relaxation pa­
rameter is one. 

4 Numerical Solution of the IHCP 

This section discusses the benefits and advantages of a sequen­
tial implementation for solving the IHCP. Because these advan­
tages are closely related to the numerical solution, the numerical 
method to solve the IHCP is briefly discussed first. 

4.1 Numerical Solution. A numerical solution for the two-
dimensional IHCP is developed using a finite control volume 
(FCV) approach to derive finite difference equations. Numerically 
solving the IHCP using a gradient method and adjoint equation 
approach requires solving three partial differential equations rep­
resenting the direct, adjoint, and sensitivity problems. Fortunately, 
the describing differential equations are similar for the three prob­
lems and numerical computations required for one problem apply 
for the other problems. 

The numerical solution is developed for the two-dimensional 
problem using an alternating direction implicit (ADI) scheme. A 
one-dimensional solution is obtained as a special case. The FCV 
equations for the direct problem are represented as a two step 
solution 

[K,]{T"+m} = {D"} (11) 

[K2]{T"+l} = {E"+m} (12) 

where [K,] and [K2] are the standard FCV tridiagonal matrices, 
{T"} is a vector of unknown temperatures (sensitivity or adjoint) 
for time n, and {£>"} and {E"+"2} are vectors of known informa­
tion for the respective time-steps. The two sets of equations rep­
resent the two steps of an ADI scheme. Other numerical methods, 
such as finite element, can also be applied to discretize the three 
problems. 

All three problems, direct, adjoint, and sensitivity, require solv-
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ing a set of equations similar to those shown in Eqs. (11) and (12). 
When convection is not present (v = 0), the matrices ([Ki] and 
[K2]) are identical for the three problems. The adjoint problem has 
different matrices when convection is included. Computation of 
the matrices is done only one time for constant thermal properties, 
i.e., a linear problem. Furthermore, when solving the tridiagonal 
set of equations, computational savings are possible for the linear 
problem. This is true for a whole domain as well as sequential 
solution. However, for nonlinear problems it is possible to tem­
porarily linearize during a sequential solution and benefit from the 
computational savings associated with linear problems. Aspects of 
this procedure are discussed below. 

4.2 Benefits of a Sequential Solution for the IHCP. The 
benefits of applying a sequential solution for the IHCP are dis­
cussed. Several supporting reasons for a sequential solution are 
discussed. Although not all reasons are investigated in this paper, 
nor verified, it suggests the possibility of growth for a sequential 
gradient method. 

1 A sequential method can be implemented in an "on-line" or 
"real-time" mode. For example, in monitoring the surface heating 
during the flight of a space vehicle, data can be collected for a short 
period then the surface heat flux can be computed in "real-time." 

2 For nonlinear problems, due to temperature-dependent ther­
mal properties or other temperature-dependent coefficients in the 
differential equation, the sequential method permits temporarily 
linearizing the problem. This is an important point because it is not 
possible when solving on the whole time domain. Since the prob­
lem is solved on the shorter sequential interval, it is valid to 
assume that the temperature-dependent quantity is constant during 
the sequential interval (r-future time steps). The validity of the 
assumption depends on the degree of nonlinearity in the problem. 
In most applications the nonlinear term(s) is not known with 
sufficient accuracy to justify accounting for the nonlinearity during 
the temperature change in a sequential interval. To linearize, 
thermal properties and temperature-dependent variables are eval­
uated at the initial temperature distribution of the sequential inter­
val. The matrices [K{] and [K2] are formulated only at the begin­
ning of each sequential interval. Conversely, in the whole domain 
approach the matrices are reformulated periodically during the 
(transient) solution depending on the degree of nonlinearity. Every 
iteration in the inverse solution requires reformulating the matrices 
for a whole domain solution. In addition, during the sequential 
solution Eqs. (11) and (12) will have similar left-hand sides and by 
saving the decomposition when solving the set of simultaneous 
equations, computational savings are possible. 

3 The magnitude of the Tikhonov regularization parameter 
can be adjusted in a sequential implementation. Again, this is not 
restricted to the sequential implementation, but is more practical to 
implement in a sequential method because current solution infor­
mation is available to select the magnitude of the Tikhonov pa­
rameter. Adjusting the Tikhonov parameter permits a more accu­
rate estimate of rapidly changing functions with less bias incurred 
in the estimation. (In this paper the Tikhonov parameter is not 
considered to vary with time.) 

4 Additional heat flux components can be retained in a se­
quential implementation. This is an advantage compared to a 
standard function specification solution (Beck et al., 1985), be­
cause additional bias is not introduced with the function specifi­
cation approximation. More components from the solution over a 
sequential interval may therefore be retained, depending on the 
choice of r and associated experimental conditions. 

5 In the gradient formulation of the IHCP only the three noted 
problems (direct, sensitivity, and adjoint) are solved, albeit itera-
tively. The size and number of problems does not depend on the 
spatial representation of the unknown heat flux. The function 
specification method, in contrast, is required to solve a direct 
problem and several sensitivity problems (Osman et al., 1997), the 
number of which depends on the spatial representation of the 
unknown heat flux. (Both methods require assumptions about the 

transient representation of the heat flux and are equally influenced 
by this choice.) Computational load for the (sequential) gradient 
method may be less influenced by the spatial representation of the 
heat flux than the function specification method. The iteration 
required for a gradient method may offset some of the computa­
tional difference with the function specification method. When this 
point is coupled with the temporary linearization that is possible 
with the sequential method (point 2), it provides potential to solve 
nonlinear multidimensional problems efficiently. 

5 Results and Discussion 

Several one and two-dimensional test cases are evaluated to 
study the sequential gradient method (SGM). It is compared with 
the standard whole-domain gradient method (GM) to provide a 
reference. The GM is chosen for comparison to understand how 
the sequential implementation influences the gradient method. 
Beck et al. (1996) has shown using experimental data that similar 
results are obtained with a variety of methods (Tikhonov regular­
ization, iterative regularization, and function specification). In all 
cases the residual principle is applied to select the proper magni­
tude of the Tikhonov regularization. Cases with "exact" data and 
data corrupted with measurement errors are studied. Specific re­
sults are not shown for the one-dimensional cases, but observations 
are briefly discussed and a reference is given. Results are shown 
for the two-dimensional case with measurement errors. 

Although the sequential gradient method is not recommended 
for one-dimensional problems, three standard one-dimensional test 
cases were studied. The cases provide insight to the transient 
response of the method (Dowding, 1997). The one-dimensional 
test cases indicated (1) the accuracy in the estimated heat flux for 
the SGM is comparable to the GM and improves as r increases, (2) 
the SGM requires more computational time than the GM, and 
computational time increases with r, (3) there is a minimum 
allowable r-value, (4) GM and SGM are insensitive to the speci­
fied initial guess, and (5) the use of the sequential function spec­
ification gradient method (SFSGM), i.e., holding the heat flux 
constant over the sequential interval, improves the computational 
requirements compared to SGM, making it competitive with the 
GM. The insight gained from the one-dimensional results are that 
there are two possibilities to make the SGM competitive, in terms 
of accuracy and computational time, with a whole-domain imple­
mentation. First, the sequential interval is lengthened by making 
the number of future time steps larger—essentially making the 
method more like the GM. The second approach, which is more 
appealing, is to maintain the heat function constant over the 
sequential interval. These insights are carried forward to study the 
two-dimensional cases, which is the intended use of the method. 

A rectangular domain of dimensions [0, a] X [0, b] is studied 
for two-dimensional simulated cases. One bounding surface of the 
two-dimensional body is assumed to have an unknown heat flux. 
All other surfaces are insulated. Furthermore, constant thermal 
properties and a uniform initial temperature are assumed. The 
dimensionless groups of interest for this geometry are alb = 2 and 
klpC — 1. Measurements are available at 11 equally spaced 
locations (x+ — xla = 0.0, 0.1 .. . , 1.0) beneath the surface of 
unknown heat flux at a depth of y+ = ylb = 0.1. The dimen­
sionless time-step (Fourier number) based on the sensor depth is 
At* = (klpC)htl(Q.l)1 = 0.06, which represents a difficult case; 
200 time-steps are considered in the analysis. Unless mentioned 
otherwise, no prior information is used (qpt[ = 0). 

A test case which is triangular on space, and undergoes a step on 
time, is analyzed. Numerical conditions are 21 nodes in the 
v-direction and 11 in the x-direction. Data were assumed at 200 
time-steps and 11 spatial components of the heat flux are esti­
mated; 2200 total heat flux components are estimated. Estimation 
of the heat flux with measurement errors is shown in Fig. 2 for a 
whole domain solution and Fig. 3 shows a sequential solution with 
r = 6. The two solutions are quite different; whereas the whole 
domain solution is relatively smooth, the sequential solution has a 
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GM 
Whole Domain 

Table 1 Estimation results for two-dimensional IHCP with simulated 
data corrupted with random errors* 

Fig. 2 Estimated surface heat flux for triangular test case using data 
corrupted with measurement errors (<r = 0.0018°C). Whole domain solu­
tion, (Op,, = 0). 

significantly larger variability. It is not clear if the variability of the 
SGM estimated heat flux is larger on time or on space. The 
sequential results are certainly unacceptable in comparison to the 
whole domain solution for r = 6. 

Analysis of the triangular test cases with measurement errors is 
presented in Table 1. The table lists the solution method and 
analysis domain, with the number of future time-steps and number 
of components retained on time in the first three columns. Column 
four gives the magnitude of the Tikhonov parameter. The number 
of iterations, both total and average per sequential interval, are 
given in columns five and six. Computational time is listed in 
column seven. The errors in the sum-of-squares temperature and 
estimated heat flux are shown in columns eight and nine, 

Sy = 
1 

J(M - 1) 
E 2 [T(dj, t,) - Yj(td]2 

1 
°A = P(M - 1) 2 2 Mr*. ff) - 4Xrk, t,)]

2 

(13) 

(14) 

The poor performance of the sequential approach for small 
r-values is attributed to two related factors. The first factor is that 
the sequential implementation is more ill-posed than the whole-
domain solution. Since the sequential solution solves over a shorter 
time domain, the effect of measurement errors is more significant 
and results in a more ill-conditioned problem than the whole-
domain problem. Examining Table 1 shows that, even though the 
sequential problem is more ill-posed, the magnitude of the Tik-

Fig. 3 Estimated surface heat flux for triangular test case using data 
corrupted with measurement errors (<r = 0.0018°C). Sequential solution 
with r = 6, (gp,i = 0). 

Method 

GM 

SGM 

SGM 

SGM 

SGM 

SGM 

SGM 

SFSGM 

SFSGM 

SFSGM 

SFSGM 

SGM1 

SGM' 

SGM1 

Analysis 
domain 

r 

all 

6 

8 

10 

15 

20 

20 

6 

8 

10 

15 

6 

8 

20 

, 
all 

1 

1 

1 

1 

1 

10 

1 

1 

1 

1 

1 

1 

10 

Tikhonov 

a,. 

1.70 E-03 

2.20 B-04 

4.50 E-04 

7.00 E-04 

1.25 E-03 

1.50 E-03 

1.20 E-03 

5.00 E-05 

8.30 E-05 

1.1 E-04 

9.50 E-05 

1.40 E-03 

3.50 E-03 

3.00 E-03 

Iterations 

total 

9 

764 

758 

746 

718 

759 

90 

767 

769 

761 

693 

396 

391 

59 

per 
seq int 

4.0 

4.0 

4.0 

4.0 

4.3 

5 

4.0 

4.1 

4.1 

3.8 

2.1 

2.0 

3.2 

Comp 
time 
(sec) 

31.8 

77.8 

96.0 

119.0 

173.7 

246.9 

30.8 

77.1 

96.3 

120.2 

167.2 

37.6 

50.1 

19.4 

5 , 

CC) 

1.82 E-03 

1.81 E-03 

1.80 E-03 

1.80 E-03 

1.80 E-03 

1.80 E-03 

1.80 E-03 

1.81 E-03 

1.80 E-03 

1.80 E-03 

1.87 E-03 

1.80 E-03 

1.80 E-03 

1.82 E-03 

6S 

W/m2 

8.57 E-02 

1.36 E-01 

1.02 E-01 

9.19 E-02 

8.65 E-02 

7.53 E-02 

8.51 E-02 

1.57 E-01 

I .I2E-01 

9.71 E-02 

8.97 E-02 

1.16 E-01 

1.02 E-01 

8.21 E-02 

Prior information used for solution 

honov parameter in column four is decreased compared to the 
whole domain solution (except at large r-values). Decreasing the 
Tikhonov parameter is contradictory to stabilizing a more ill-
conditioned problem. However, to obtain the required magnitude 
in the sum-of-squares function, SY, the Tikhonov parameter must 
be decreased. The reason for this outcome (decreasing aT for 
SGM) is the second factor in the poor performance of the sequen­
tial implementation. It is the difficulty of estimating values near the 
end of the sequential interval which influences the early values. 
Because the values near the end of the time region are biased, the 
regularization parameter must be decreased to provide the inverse 
solution "flexibility" to obtain the proper magnitude of the sum-
of-squares function Sy. Although decreasing the Tikhonov param­
eter reduces the temperature sum-of-squares, it results in an in­
crease in the variability of the estimated heat flux &Se, which is 
demonstrated in Fig. 3. 

In contrast to the one-dimensional solution, maintaining the heat 
flux constant over the sequential analysis interval does not improve 
the two-dimensional results. See method SFSGM in Table 1. In the 
two-dimensional solution, maintaining the heat flux constant over 
the sequential interval does not work because the additional sta­
bility introduced by the approximation requires a reduction in the 
Tikhonov parameter to obtain the desired sum-of-squares. The 
reduction in a T in turn increases the variability in the estimated 
heat flux. The computational time and mean-squared error are not 
improved for SFSGM. 

The sequential gradient method is shown to perform poorly for 
small magnitudes of r, which are in the range that would typically 
be used for function specification. The estimated results are im­
proved as the number of future time-steps is increased. Figure 4 
demonstrates that the effect at the end of the interval is reduced by 
lengthening the sequential interval. At r = 15 and 20 the mean-
squared error in Table 1 is +1 percent and - 1 2 percent different 
than the mean-squared error of the whole domain estimation, 
respectively. The improved accuracy in the estimated heat flux 
using larger r-values is at the cost of a significantly increased 
computational requirement. Sequential solutions (SGM) for larger 
magnitudes of r require 500-800 percent (depending on r) more 
computational time than the whole domain solution. Computa­
tional time increases proportional to the increase in r. However, in 
some cases the potential benefits of an on-line (real time) method 
may outweigh the increased computational time. 

As demonstrated, lengthening the sequential interval by increas­
ing the number of future time steps improves the mean-squared 
error in the estimated heat flux (see Table 1 and Figs. 4). Length-
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Fig. 4 Estimated surface heat flux for triangular test case using data 
corrupted with measurement errors (a = 0.0018°C). Sequential solution 
with r= 15, (<7P,i = 0) 

ening the sequential interval is also shown to increase the compu­
tational time in Table 1. An advantage of the SGM, compared to 
the SFSGM, is that functional constraints are not imposed on the 
solution. Consequently more than one component may be retained 
for a sequential interval and the computational time can be reduced 
by having fewer sequential intervals. For example, when retaining 
ten components for the triangular heat flux with r = 20, the 
computational time is reduced to 30.8 seconds, which is only three 
percent greater than the whole domain computational time. The 
mean-squared error for this case, shown in the final column of 
Table 1, is within one percent of the whole domain error; the 
mean-squared has increased 14 percent compared to retaining only 
one component for r = 20. Although lengthening the sequential 
interval and retaining more components on time improves the 
computational aspects, the process may reduce the likelihood that 
nonlinear problems can be temporarily linearized. Since larger 
sequential intervals are considered, it may be less likely that 
changes in thermal properties, due to the temperature variation 
during the sequential interval, are negligible. This is an important 
potential advantage of the sequential method. The validity of this 
assumption will depend on the magnitude of nonlinearity in the 
problem. The computational costs to solve the nonlinear problem 
may increase more dramatically for the GM compared to the SGM 
for reason outlined previously. Retaining only one component for 
the SGM may be appropriate, and computationally competitive, in 
the nonlinear case. 

Another improvement for the sequential implementation is sug­
gested. A characteristic noticed for the one-dimensional problem, 
and two-dimensional test cases with measurement errors, is that 
the Tikhonov parameter decreases for the sequential problem, 
compared to its magnitude for the whole-domain solution. The 
decrease in the Tikhonov parameter is more pronounced at smaller 
r-values and approaches the magnitude of the whole domain 
solution as r is increased. A smaller Tikhonov parameter is not 
expected for the sequential solution because the problem is more 
ill-posed. It is the sequential implementation that forces the Tik­
honov parameter to be reduced, at least for small r-values. Since 
the sequential solution is solved on the shorter time interval, the 
zeroth-order Tikhonov regularization is more influential. The sen­
sitivity (or in this case adjoint function) is not as significant, 
particularly for r-values beyond four to five time-steps from the 
end of the interval, which represents a dimensionless time of 0.3. 
The nature of zeroth-order regularization is to bias or "drive" the 
estimates towards zero to reduce their variability. Consequently, to 
obtain the desired temperature sum-of-squares, the Tikhonov pa­
rameter must be decreased so as not to "drive" the estimates 
towards zero. As r is increased to be farther away from this region, 
the sensitivity (or adjoint function) is larger, and the regularization 
affects the solution less. 

When solving in a sequential manner, however, there is addi­
tional information available concerning the heat flux. The heat flux 

Fig. 5 Estimated surface heat flux for triangular test case using data 
corrupted with measurement errors (a = 0.0018°C). Sequential solution 
with r = 6 using prior information. 

need not be "driven" towards zero with the zeroth-order regular­
ization, instead it can be confined using the concept of prior 
information. The prior information for the heat flux is specified 
from converged values at the previous sequential interval. The 
initial estimate for the sequential interval, which is specified from 
the converged estimates at the previous sequential interval, are set 
identically to be the prior information. The prior information is 
seen to enter the solution as qfTi{r, t) in Eq. (4), which is the 
Tikhonov regularization term in the sum-of-squares function. 
Hence, instead of penalizing estimates that are different from zero, 
it penalizes estimates that are different from those estimated during 
the previous sequential interval. For components that are far 
enough away from the end of the sequential interval the prior 
information has little influence. Near the end of the sequential 
interval, however, the prior information is more influential and 
helps control components in this region. The use of prior infor­
mation is shown to significantly reduce the computational time and 
allow smaller values of r. 

The results using prior information are given near the bottom of 
Table 1. As shown in the table, by using the initial estimate as prior 
information, the sequential method is improved compared to no 
prior information. Figure 5 shows the estimated triangular heat flux 
for r = 6. Compared to the estimated flux without prior informa­
tion (see Fig. 3) results are significantly smoother. For r = 6 the 
mean-square error is reduced by 15 percent, and the computational 
time is reduced by half with prior information. For larger magni­
tudes of r using prior information the mean-squared error is 
comparable, while computational time is approximately one-half 
its former value without prior information. Notice that the magni­
tude of the Tikhonov parameter is greater when using prior infor­
mation, but because it penalizes changes from the prior informa­
tion (estimates at previous sequential interval), it does not bias the 
estimates as significantly. Prior information allows for smaller 
r-values to be considered and reduces computational time by 
requiring fewer iterations. 

This investigation has shown that the SGM (and GM) have 
inherent bias near the end of a time interval that increases the 
difficulty of estimating components near the end of the interval. (It 
is well understood to be difficult to estimate components near the 
end of a time interval for the IHCP. It is for this reason that 
successful methods use future information.) The option suggested 
to reduce this effect for the sequential solution lengthened the 
interval and retained more components. Retaining additional com­
ponents requires selecting three parameters, the Tikhonov param­
eter (aT), number of future time-steps (r), and the number of 
retained components (/). Having to select three parameters is a 
disadvantage of the SGM method. In a sequential solution, how­
ever, the number of components retained could be built into the 
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algorithm by specifying an expected level of noise, which is also 
needed to select the Tikhonov parameter. The use of prior infor­
mation is shown to reduce the computational requirements and 
may eliminate the need to retain additional components. 

The potential advantages of an SGM are the capability of 
temporarily linearizing to solve nonlinear problems and the 
efficiency in addressing multidimensional cases. Results of this 
investigation have shown that given data for which the time 
interval is specified, the whole-domain gradient method is as 
good, or superior to, the sequential gradient method. The non­
linear multidimensional problem may show a different out­
come. Furthermore, though comparing the SGM to the whole-
domain solution provides a basis for the new method, in the 
future a comparison with other sequential methods is needed. 
These future comparisons will help establish the SGM's benefit 
as a tool for solving the IHCP. 

6 Conclusions 
A sequential gradient method was developed to solve the 

IHCP. Several one and two-dimensional cases using simulated 
measurements were investigated to characterize the sequential 
method. A sequential implementation permits an on-line or 
real-time analysis. A comparison between the sequential 
method and a whole-domain solution was made to provide a 
reference. Although in certain cases the sequential method 
required more computational time than the whole-domain 
method, the benefits of the sequential method may outweigh its 
costs. Ways to improve the computational requirements of the 
sequential method were suggested. 

The characteristic nature of the gradient/adjoint method at the 
end of a time interval, coupled with the effect of zeroth-order 
Tikhonov regularization, reduced the performance of the se­
quential implementation when compared to its whole-domain 
counterpart. Retaining more than one component to reduce the 
number of sequential solutions and using prior information both 
improved the sequential solution. Though prior information 
allowed shorter sequential intervals to be considered, the 
gradient/adjoint method did not adapt well computationally to a 
sequential implementation. However, these observations are 
based on investigating linear problems. Results indicate that 
given data for a linear problem over a specified time interval, 
the whole-domain approach is better than a sequential solution. 
To some extent this indicates the efficiency of the whole-
domain gradient method. With the benefits noted for the 
gradient/adjoint methods when considering multidimensional 
cases, and the linearization possible with a sequential imple­
mentation, the sequential implementation of the gradient/ 
adjoint method is promising for addressing nonlinear problems. 
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Swirling Effects on 
Laminarization of Gas Flow in a 
Strongly Heated Tube 
A numerical study is performed to investigate thermal transport phenomena in a process 
of laminarization from a turbulent flow in a strongly heated circular tube in coaxial 

rotation. The k-e turbulence and t2-e, heat transfer models are employed to determine 
the turbulent viscosity and eddy diffusivity for heat, respectively. The governing 
boundary layer equations are discretized by means of a control-volume finite differ­
ence technique and numerically solved using a marching procedure. When the tube is 
at rest, it is disclosed that: (i) when laminarization occurs, the streamwise velocity 
gradient at the wall is diminished along the flow, resulting in a substantial reduction 
in the turbulent kinetic energy over the whole tube cross section, (ii) the attenuation 
causes a deterioration in heat transfer performance, and (Hi) simultaneously, both the 
turbulent heat flux and temperature variance diminish over the whole tube cross 
section in the flow direction. However, the presence of tube rotation contributes to the 
promotion of laminarization of gas flow. The mechanism is that a reduction in the 
velocity gradient induced by tube rotation suppresses the production of turbulent 
kinetic energy, resulting in an amplification in laminarizing the flow process. 

Introduction 
When a gas in a channel is heated with very high heat flux, the 

flow may possibly be laminarized, that is, a transition from turbu­
lent to laminar flows occurs at a higher Reynolds number than the 
usual critical value, i.e., Re = 2300. This phenomenon is called 
laminarization. Both the criteria for its occurrence and the heat 
transfer characteristics have been reported by several investigators 
(for example, Bankston, 1970; Coon and Perkins, 1970; McEligot 
et al, 1970; Perkins et al, 1973; Mori and Watanabe, 1979; Ogawa 
et al., 1982). Kawamura (1979), Torii et al. (1990), and Fujii et al. 
(1991) analyzed laminarization phenomena by means of k-kh, 
k-e, and k-kL-Hv models, respectively. In order to obtain detailed 
information on the flow and thermal fields, Torii et al. (1993) and 
Torii and Yang (1997) investigated the transport phenomena in the 
strongly heated circular tube flows by means of a Reynolds stress 
turbulence model and a two-equation heat transfer model, respec­
tively. 

The problems of fluid flow and heat transfer in axially rotating 
pipes are encountered in the inlet part of fluid machinery, rotating 
heat exchangers, and cooling systems of rotors. When a fluid 
enters a pipe rotating around the axis, the tangential force induced 
by rotation produces a fluid swirl, a flow pattern unseen in a 
stationary pipe. Numerical and experimental investigations on the 
flow phenomena are available in the literature (for example, Mu­
rakami and Kikuyama, 1980; Kikuyama et al., 1983; Weigand and 
Beer, 1990). However, to the authors' knowledge, no experimental 
data has been presented on flow and thermal characteristics such as 
turbulence quantities in an axially rotating pipe heated with a high 
heat flux at low Reynolds number. The reason is difficulties in 
measuring turbulent quantities in strongly heated flows in an 
axially rotating pipe. Although numerical simulation provides de­
tailed information on the transport phenomena, the existing theo­
retical studies are periled by the assumption of constant properties 
in the governing equations. Thus it fails to yield crucial informa­
tion on thermal and fluid flow transport characteristics in the 
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axially rotating pipe gas flow with high heat flux, because the 
coolant in rotating machinery, particularly in a high-temperature 
gas turbine, is under high flux heating. 

In the present study, a combination of the k-e model for velocity 

field and the t2-e, model for thermal field is applied to analyze 
gas flows in an axially rotating pipe with high heat flux. This is 
motivated by the following findings: (i) the calculated values of 
both the friction factor and the Nusselt number in a slightly 
heated pipe are in excellent agreement with correlations in the 
higher Reynolds number region of over 3000, (ii) the predicted 
transition Reynolds number is approximately 2200, (iii) the 

k-e-t2-e, model can predict laminarizing flows in a stationary 
pipe with uniform high heat flux, (iv) the application of the k-e 
model to an isothermal swirling flow in an axially rotating pipe 
yields a substantial reduction in the friction coefficient together 
with an increase in the velocity ratio, and (v) the streamwise 
velocity profile in an axially rotating pipe gradually forms a 
parabolic shape along the downstream flow direction, indicating 
a reverse transition stage from turbulent to laminar flow (Torii 
et al., 1990; Torii and Yang, 1995a, 1997). An emphasis is 
placed on effects of axial rotation of a pipe on flow and thermal 
fields, including turbulent kinetic energy, velocity and temper­
ature profiles, turbulent heat flux, and temperature variance. 

Governing Equations and Numerical Scheme 
A turbulent flow in a strongly heated circular tube is analyzed 

using cylindrical coordinates, as shown in Fig. 1. In such a system, 
the dependence of gas properties on temperature, especially 
change in the gas density must be taken into account according to 
Schlichting (1985). Here, the governing equations are derived 
based on the assumption of the incompressible fluid. This is 
because an incompressibility can be assumed if the fluctuating 
components of velocity and density are sufficiently smaller than 
the corresponding time-averaged values and the boundary layer 
approximation can be applied to these equations (Schlichting, 
1985). Based on the derivation process as suggested in Schlichting 
(1985), steady two-dimensional governing equations, under the 
boundary layer approximation, can be expressed as follows: 

Continuity Equation: 
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Fig. 1 A schematic of physical system and coordinate. 
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Note that pU and pV result from the derivation process (Schli-
chting, 1985) and they are obtained by conservation of mass. Here, 
the body force term in the momentum equation has been neglected, 
because in a small diameter tube, the buoyancy parameter, Gr/Re,2„, 
would be less than 0.1 resulting in forced convection dominating 
(Torii and Yang, 1997). 

The Reynolds stresses —puv and — pvw in Eqs. (2) and (4) are 
obtained using the Boussinesq approximation as. 

-puv = p, 
8U 

'17 (6) 

and 

Table 1 Emperical constants and model functions in the k-e 
turbulence model 

q, 

0.09 

C1 

1.44 

c?. 

1.9 

c3 

l-0.06Ri°3 

°Y 
1.0 

a 
R 

1.3 

f1 

l+0.28exp(-||) 

h. 
l-0.3exp(-RJ!) 

U 

{>-^)!2 

-pvw = p,,r dr 
(7) 

respectively. Here, the turbulent viscosity p., can be expressed in 
terms of the turbulent kinetic energy k and its dissipation rate e, 
with the use of Kolmogorov-Prandtl relation (Rodi, 1982), as 

/A, = pCJp — . (8) 

The quantities C^ and /^ are a model constant and a model 
function, respectively. Torii et al. (1990) developed a low Reyn­
olds number version of the k-e turbulence model which is capable 
of reproducing both the transition from turbulent to laminar flows 
in a slightly heated pipe and the laminarization phenomena in the 
strongly heated pipe. Both transport equations read 

dk — dk 1 d a, 
pi/ — + / ) ? — = - — r — + n i 

dx dr r dr ' y " 
dV 

Jr 

3e —; de 

+ UTr 

1 d 
pU — + p9 ^ = L i~\r( — + p. r dx dr r dr\ \<J, 

+ Cffip ^ n, Yr dr 

— ps — 2/x 

3el 
Jrj 

r 

dM 
dr J (9) 

CjCifi , + vp,(l - / J 
d2U\ 

Js (10) 

The empirical constants and model functions in Eqs. (8), (9), and 
(10) are summarized in Table 1. 

Using the turbulent thermal conductivity A„ the turbulent heat 
flux -cppvt in Eq. (5) can be expressed in the following simple 
gradient form: 

-cppvt 
dT 

A, — . 
dr 

(11) 

Nagano and Kim (1988) expressed the turbulent thermal conduc­
tivity A, in terms of the temperature variance, t2, the dissipation 
rate of temperature fluctuations, e,, k, and e, as 

Nomenclature 

D = 
/ = 

G = 

TV = 
Pr, = 

Re 
Ri 
St 

diameter, m 
friction coefficient, -D{dPldx)l 
2pu„, 
average mass flux of gas flow, kg/ 
(m2s) 
velocity ratio, WJum 

turbulent Prandtl number 
heat flux, W/m2 

dimensionless heat flux parameter, 
qJGcpT)in 

Reynolds number, u,„Dlv 
Richardson number, Eq. (18) 
Stanton number, qJ{pcpum(T„ — 
Tb)) 
friction temperature, qj(pcpu*), K 

t2 = temperature variance, K2 

U, V, W = time-averaged velocity com­
ponents in axial, radial, and 
tangential directions, respec­
tively, m/s 

P = instantaneous velocity com­
ponent in radial direction, 

• V + v, m/s 
«„, = mean velocity over tube 

cross section 
u, v, w = fluctuating velocity compo­

nents in axial, radial, and 
tangential directions, respec­
tively, m/s 

u* = friction velocity, vrjp, m/s 
W„ = tangential velocity on the wall, m/s 

y = distance from wall, m 
y+ = dimensionless distance, u*y/v 

Greek Letters 

a, = turbulent thermal diffusivity, m2/s 
d+ = dimensionless temperature, 6+ = 

(7- - TC)I{T„ - Tc) 
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Table 2 Emperical constants and model functions in the t2-e, 
heat transfer model 

s 
0.11 
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1.80 
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1.0 

hi 
1.0 

k 
(l-exp(-|EL2sty+)}2 

A, = CppCJ^k (12) 

where CA is a model constant and fk is a model function. The 
two-equation heat transfer model developed by Nagano and Kim 
(1988) is modified by Torii and Yang (1997) in order to reproduce 
the thermal transport characteristics in the turbulent-to-laminar 
transition region in a slightly heated pipe. This modified transport 

equations for t2 and e, are expressed as 

dt2 —dt2 

pU-r-+ pV-r-r dr dr 

1 d 

r dr 

2k, [dT 
~dr 

A, 

'!>" I, Ir 

2pe, 
dr 

(13) 

de, —. de, 
pUir+ pt> — 
r dx dr 

_ 1 d J / A, A\ 3eA A,e (dT\2 

= -rYr\r\^l+7I)jr-)+C^^ cpk V dr 

+ Cnfpiii, j 
drJ [r dr\ r 

e2 ee, a\, 
CDI/OIP = - CD2fD2p -~T+~('i- ~/A) 

^2 /C Cp 

d2r 
J? (14) 

respectively. The empirical constants and model functions in Eqs. 
(12), (13), and (14) are summarized in Table 2. In the present 

study, k-e-t2-e, model was employed to investigate the mech­
anism of transport phenomena, because the k-s-t2-e, model can 
predict the laminarizing flow in the strongly heated stationary 
pipe than the other model employed for comparison (Torii and 
Yang, 1997). 

Hirai et al. (1986) reported that if the standard k-e model is 
applied to an axially rotating pipe flow, there would be no distinc­
tion between the calculated streamwise velocity distributions with­
out and with rotation and turbulence suppression of a swirling flow 
by the centrifugal force (so-called laminarization phenomena) 
would not occur. This is attributed to a linear radial profile of the 
tangential velocity, as pointed out by Kawamura and Mishima 
(1991) and Torii and Yang (1995a). In order to predict swirling 
flow phenomena in an axially rotating pipe, it is necessary to 
prescribe the swirl velocity profile. Kikuyama et al. (1983) con­
ducted an experimental study and found that both the Reynolds 
number and rotation rate do not affect the radial profiles of the 
time-averaged tangential velocity at different axial locations. Ex­
perimental results led Weigand and Beer (1990) to propose that the 
universal tangential profile is dependent on the radial location and 
the axial distance from the inlet. They derived the experimental 
correlation as 

W=W„ — 
D/2 

(2+f(z*)) 
(15) 

In the present study, Eq. (15) is employed to replace Eq. (4) in 
determining the tangential velocity. This is because the developing 
and fully developed flows in the axially rotation pipe are precisely 
predicted using the modified k-e turbulence model in which Eq. 
(15) was employed to determine the tangential velocity (Torii and 
Yang, 1995a, b), that is, the model can reproduce suppression of 
turbulence by rotation. It should be noted that the experimental 
correlation of the tangential velocity, which takes into account the 
acceleration of gas expansion due to heating, must be used to 
investigate heat and fluid flow in a strongly heated pipe rotating 
around the axis. It is assumed that a substantial change in the 
streamwise velocity is induced by the acceleration effect of gas 
expansion rather than by that of the tangential velocity. 

In analyzing the fluid flow and thermal transport in a slightly 
heated axially rotating pipe, Torii and Yang (1995a, b) modified a 
k-e turbulence model proposed by Torii et al. (1990) to determine 
swirling effects. By adjusting C3 in the dissipation term of the 
turbulence dissipation rate equation, they proposed a model func­
tion containing the Richardson number, Ri, as 

C3 = 1 - 0.06Ri° 

where 

Ri = 
k2W" (rW) 

e2r2 dr 

(17) 

(18) 

The same model function is employed to include swirling effects. 
No attempt is made to reduce the governing equations into dimen-

sionless form, because no simplification is achieved by doing so. A set 
of governing equations are solved using the control volume finite 
difference procedure developed by Patankar (1980). A power-law 
variation is used in the interpolation of the dependent variables. Since 
all turbulent quantities as well as the time-averaged streamwise ve­
locity vary rapidly in the near-wall region, the size of nonuniform 
cross stream grids is increased with a geometric ratio from the wall 
towards the center line. The maximum control volume size near the 
center line is always kept less than three percent of the tube radius. In 
order to ensure the accuracy and validity of calculated results, at least 
two control volumes are positioned in the viscous sublayer, i.e., y+ < 
5. Throughout numerical calculations, the number of control volumes 
is properly selected between 62 and 98 over the cross section of the 
circular tube to obtain a grid-independent solution. This result be­
comes clearer in the following section. It yields a convergence in 
numerical results obtained using different grid spacings. The dis-
cretized equations are solved in the downstream direction beginning 
at the inlet following the marching procedure (for the parabolic 
equations). The same algorithm was successfully used in the predic­
tion of developing pipe flows (Kawamura, 1979; Torii et al, 1990; 
Fujii et al., 1991; Torii and Yang, 1995b). The maximum step-size in 
the streamwise direction is limited to five times the minimum size in 
the radial direction of the control volume. At each axial location, the 
thermal properties for each control volume are determined from the 
axial pressure and temperature using a numerical code of reference 
(PROPATH, 1987). 

Only one-half of the pipe cross section is treated in solving the 
above governing equations in view of symmetry in the fluid flow. 
The hydrodynamically fully developed isothermal flow in a sta­
tionary pipe is assumed at the starting point of the heating section. 
The following boundary conditions are used at the wall: 

dU dk de dT dt2 

r = 0 (center line): -7— =W=~= — =^~ = dr 

de. 

dr dr dr dr dr 
= 0 

r = D/2 (wall): U = k = e = t2 0, W = Ww 

where 

f(z*)=^+9.5e- (16) 

dT q„, 
— = — (constant heat flux). 
dr K„ 
Computations are proceeded in the following order. 
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Fig. 2 Variations of predicted local Stanton number St<, with Reynolds number Re6 as a function 
of nondimensional heat flux qt„ for (a) W = 0.0, (b) N = 0.2, and (c) N = 0.4. 

1 Assume initial values for U, W, k, e, T, t2, and e„ and 
assign a constant axial pressure gradient. Note that computa­
tions are initiated with the values of U, k, and e in the 
hydrodynamically fully developed isothermal flow in the sta­
tionary circular tube. 

2 Solve the equations for U, k, s,T, t2 and e, and obtain W 
at an axial location using Eq. (15). 

3 Repeat step 2 until the criterion of convergence is satisfied, 
which is set at 

' - <pM-

4> 
M-\ 
max 

< 10" (19) 

for all the variables (j>(U, k, e, T, t2, and e,). The superscripts 
M and M-1 in Eq. (19) indicate two successive iterations, while 
the subscript "max" refers to a maximum value over the entire 
field of iterations. 

4 Calculate new values of U, k, e, T, r2, and e, by correcting 
the axial pressure gradient. 

5 Repeat steps 2-4 until the conservation of the streamwise 
flow rate is satisfied under the criterion 

Ur„rdddr — U:„rdddr 

U,„rdBdr 

< 10' (20) 

Evaluate the convergent values of U, k, e, T, t2, and e,. Here, 
Ucp is the axial velocity under the correction process and U,„ is 
that at the inlet of the circular tube. 

6 Repeat steps 2-5 until x reaches the desired length, i.e., a 
location 150D downstream from the inlet. 

The nondimensional heat flux parameter, qt„, represents the heat 
flux at the tube wall. The dimensionless parameters are qt < 
0.005; inlet Reynolds number (i.e., Reynolds number at the onset 
of heating) Re,„ = 8,500; velocity ratio of wall velocity to inlet 
bulk velocity N = 0.0 ~ 1.0; inlet gas (nitrogen) temperature T,„ 
= 273 K; Prandtl number of inlet gas Pr = 0.72. Numerical 
computations were performed on a NEC personal computer (32 
bit). 

Results and Discussion 
Figure 2 illustrates the variation of local heat transfer coeffi­

cients in a strongly heated gas flow in the form of Stanton number 
St6 versus Reynolds number Rej,, with q*„ as the parameter. 
Numerical results (solid symbols) are compared with the experi­
mental data (hollow symbols) of Bankston (1970). No experimen­
tal data are presented for q*n = 0.0015. The uncertainty in the 
measured heat transfer coefficients strongly depends on the accu­
racy of local heat flux and inner wall temperature. That is, each test 
section was individually calibrated by determining the local resis­
tivity of the tube wall and the local effective heat-exchange coef­
ficient between the outer wall of the tube and the environment. The 
inner wall temperature of the tube was estimated using the mea-
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Fig. 3 Laminarization map on N - qf„ plot. 

sured outside wall temperature, taking into account both the radial 
and axial conduction (including the effects of temperature-
dependent thermal conductivity, electrical resistivity, and the di­
ameter of the tube) and radiation from the outer surface of the tube. 
These effects were also considered in the determination of local 
heat fluxes by Bankston (1970). Figures 2(a), (b), and (c) corre­
spond to the velocity ratios, N of 0.0, 0.2, and 0.4, respectively. 
N = 0.0 refers to stationary case (i.e., Bankston's experiment). 
The inlet bulk Reynolds number is fixed at 8500. Both the Dittus-
Boelter's turbulent heat transfer correlation and the Stanton num­
ber for laminar flow heat transfer under the constant wall heat flux 
condition are superimposed in the figure by solid straight lines. In 
Fig. 2, a reduction in the bulk Reynolds number signifies a change 
in the streamwise location, because the bulk Reynolds number 
decreases from the inlet with the axial distance resulting from an 
increase in the molecular viscosity by heating. Here, the bulk 
Reynolds number, Re,,, is determined using the mean velocity at 
the axial location and the viscosity at the mean temperature at the 
same location, in which both values are obtained by averaging the 
local streamwise velocity and temperature over the whole pipe 
cross section, respectively. It is observed in Fig. 2(a) that at q*„ = 
0.00254 indicated by hollow circle, the measured Stanton num­
bers decrease first in the inlet region due to the thermal entrance 
effect, followed by an upturn, approaching the turbulent correla­
tion further downstream. This implies that no laminarization will 
occur. The streamwise variation of the local Stanton number is 
reproduced by the turbulence model employed here, although it 
overestimates an attenuation in the heat performance in the initial 
stage. On the contrary, for q[n = 0.00429, the experimental 
Stanton numbers depart from the turbulent correlation toward the 
laminar case as the flow goes downstream until the Reynolds 
number is much lower. The substantial reduction in St6 is attrib­
uted to the occurrence of laminarization. Though a remarkable 
reduction in the Stanton number along the flow is predicted by the 
turbulence model, it cannot precisely reproduce the corresponding 
experimental data. Here, discrepancy between the experimental 
data and the numerical results, as seen in Fig. 2(a), is to be due to 

the accuracy of the 12-e, model as mentioned in literature (Torii 
and Yang, 1997). Figure 2(b) for N = 0.2 shows a substantial 
reduction in the local Stanton numbers even in the case of q*„ = 
0.00254. This trend is intensified with an increase in the pipe 
rotation, as seen in Fig. 2(c) for N = 0.4. The local Stanton 
numbers are substantially diminished at a lower heating level 
(qt„ = 0.0015). Figure 3 is a laminarization map on a plot of 
the velocity ratio, N, versus the heat flux parameter, q*„ for 
Re = 8500. It defines the laminarization zone and nonlaminar-
ization zone, i.e., turbulent flow. Bankston (1970) pointed out 
that the occurrence of the laminarization is evidenced by a 
substantial reduction of the local Stanton numbers along the 
flow. Note that the heating level q*„ in Fig. 3 is in agreement 
with the criterion of laminarization in the strongly heated pipe 
without rotation (Ogawa et al., 1982). As the velocity ratio N 
increases, laminarization takes place even at a lower heating qt„ 
whose level does cause the laminarizing flow in the stationary 
pipe. In other words, an axial rotation of the pipe with high flux 
heating induces a deterioration in heat transfer performance, 
although the same rotation level causes no laminarization in the 
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Fig. 4 Effects of velocity ratio N on the distribution of time-averaged 
streamwise velocity UIUm„ in an axially rotating pipe at three different 
axial locations, xlD = 0, 60, and 120, for Re,„ = 8,500 and ql„ = 1.50 x 
10-3. 

axially rotating pipe in the absence of heating. That is, the 
presence of pipe rotation contributes to the promotion of lami­
narization of gas flow in the heated pipe. 

An attempt is made to explore the effects of pipe rotation on the 
flow and thermal fields, i.e., turbulent kinetic energy, velocity and 
temperature profiles, turbulent heat flux and temperature variance. 
Numerical results are obtained at q*„ = 0.0015 for no laminar­
ization in a stationary pipe. Figure 4 illustrates the effects of the 
velocity ratio JV on the radial distributions of the time-averaged 
streamwise velocity £//£/max at three different axial locations 
xlD = 0, 60, and 120. The velocity U is normalized by the 
maximum value Ulm% at each axial location. The laminar flow 
profile is superimposed in the figure as a solid line for comparison. 
There is only a slight change in the velocity profile even if the 
number of control volumes is set between 62 and 98. Therefore, no 
appreciable difference appears between the numerical results with 
different grid spacing. At N = 0.0, the velocity gradient at the 
wall is slightly diminished along the flow. This reduction of the 
velocity gradient is intensified with an increase in N. The corre­
sponding variation of the turbulent kinetic energy along the flow is 
illustrated in Fig. 5. Here, the turbulent kinetic energy k is nor­
malized by a square of the wall friction velocity at the onset of 
heating M*,2. One observes that the turbulent kinetic energy level 
at N = 0.2 is slightly suppressed over the whole tube cross section 
along the flow in the presence of pipe rotation. The corresponding 
profile at xlD = 120 is similar to that at N = 1.0 for the slightly 
heated swirling flow (Torii and Yang, 1995 a). This implies that the 
reduction in the turbulent kinetic energy is caused by the slight 
pipe rotation if the flow is heated with high heat flux, whose level 
induces no laminarization in the stationary pipe. The reduction is 
amplified with an increase in the rotation speed, in accordance with 
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Fig. 5 Effects of velocity ratio N on the distribution of turbulent kinetic 
energy klu*„2 in an axially rotating pipe at three different axial locations, 
xlD = 0, 60, and 120, for Re,„ = 8500 and qt„ = 0.015. 

the variation of the streamwise velocity distribution in Fig. 4, 
because the production of the turbulent kinetic energy is affected 
by the streamwise velocity gradient as shown in Eq. (9). For 
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Fig. 6 Effects of velocity ratio W on the distribution of time-averaged 
temperature in an axially rotating pipe with three different axial locations, 
x/D = 10, 60, and 120, for Re/n = 8500 and qf„ = 0.0015. 
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Fig. 7 Effects of velocity ratio Non the distribution of turbulent heat flux 
W(u*t*) in an axially rotating pipe at three different axial locations, x/D = 
10, 60, and 120, for Re,„ = 8500 and qf„ = 0.0015. 

reference, a substantial attenuation in the turbulent kinetic energy 
at N = 0.4 and x/D = 120 as seen in Fig. 5, was larger than that 
at N = 2.0 for the axially rotation pipe flow with lower flux 
heating (Torii and Yang, 1995a). Note that although the production 
of the turbulent kinetic energy is also caused by the change in the 
tangential velocity, there is no effect due to heating, because the 
tangential velocity is automatically determined by Eq. (15), as 
mentioned previously. If the tangential velocity is also affected by 
the acceleration of gas expansion due to heating, its presence 
yields an attenuation in the turbulent kinetic energy. 

Figure 6 depicts the effects of A' on the time-averaged temper­
ature profile d+ at x/D = 10, 60, and 120. It is observed that the 
temperature gradient at the wall slightly decreases along the flow. 
An increase in the pipe rotation promotes a decrease in the tem­
perature gradient along the flow. Figure 7 illustrates the predicted 
change in the turbulent heat flux profiles at the three different axial 
locations. Here, the turbulent heat flux vt is divided by the product 
of the friction temperature, t*, and the friction velocity, u *, at each 
axial location. A slight change in the turbulent heat flux profile 
from N = 0.0 to 0.2 is seen in the flow direction, while a 
substantial attenuation occurs from N = 0.2 to 0.4 over the whole 
pipe cross section, in accordance with a variation of the time-
averaged temperature distribution, causing a deterioration of heat 
transfer performance, as seen in Fig. 2. Figure 8 depicts the radial 

distribution of the temperature variance, t2, in the thermal field at 
the three different axial locations. Here, the temperature vari­
ance t2 is divided by the square of the friction temperature, t*, 

at each axial location. The production of t2, at N = 0.0 and 0.2, 
is slightly suppressed over the whole pipe cross section in the 
flow direction. In contrast, at ,/V = 0.4, the j-directional reduc­
tion in r2 is significantly intensified at A*" = 0.4, with its peak 
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Fig. 8 Effects of velocity ratio N on the distribution of temperature 
variance i2lt*2 in an axially rotating pipe at three different axial loca­
tions, xlD = 10, 60, and 120, for Re/n = 8500 and qf„ = 0.0015. 

shifting toward the tube center and attenuated along the flow 
direction. Since the eddy diffusivity concept (Eq. (11)) is em­
ployed to determine the turbulent heat flux, —cppvt, in Eq. (5), 

A, is directly related to k, e, t2, and e, as depicted in Eq. (12). 
Hence, reductions in the turbulent kinetic energy and the tem­
perature variance result in an attenuation of the Stanton number, 
as shown in Fig. 2. 

In summary, under a uniform heat flux heating, the streamwise 
variations of the turbulent kinetic energy, velocity, and tempera­
ture profiles, turbulent heat flux, and temperature variance during 
laminarization in a rotating pipe are similar to those in a stationary 
pipe with strong heating and low Reynolds number flow. 

Summary 

A 12-e, heat transfer model and a k-e turbulence model have 
been employed to numerically investigate fluid flow and heat 
transfer in a strongly heated pipe in the presence of the pipe 
rotation. The study has concluded that, 

1 in a lower heat flux case in which no laminarization occurs 
in a stationary pipe flow, pipe rotation causes a substantial reduc­
tion of the local Stanton number. The deterioration of local heat 
transfer performance is intensified with an increase in the rota­
tional speed. In other words, an increase in tube rotation results in 
an augmentation in laminarization in a gas flow. 

2 when laminarization takes place, the velocity gradient in the 
vicinity of the tube wall is suppressed along the flow, resulting in 
a substantial attenuation in the turbulent kinetic energy over the 
entire tube cross section. In addition, both the temperature variance 
and the turbulent heat flux are diminished over the whole tube 
cross section in the flow direction, causing in a decrease in the 
time-averaged temperature gradient at the wall. 

3 consequently, the turbulent heat flux is diminished with a 
decrease in both the turbulent kinetic energy and the temperature 
variance over the pipe cross section, resulting in the deterioration 
of heat transfer performance. 

4 reductions in both the velocity and temperature gradients 
induced by pipe rotation suppress both the turbulent kinetic energy 
and temperature variance, resulting in an amplification in laminar-
izing the flow process. 
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Numerical Investigation of Flow 
Field and Heat Transfer in 
Cross-Corrugated Ducts 
Flow field and heat transfer in sine-wave crossed-corrugated ducts have been investigated 
by numerical solution of the Navier-Stokes and energy equations in the laminar and 
transitional flow regime between Re = 170 and 2000. The ratio of the corrugation wave 
length A* to amplitude a* has been varied between 7 and 10. The angle of the corrugation 
of the neighboring plates has been kept fixed at 45 deg. Results show that the critical 
Reynolds number for self-sustained flow oscillations is about 240. For Reynolds numbers 
larger than 1000, the Nusselt number and the friction factor are nearly independent of the 
dimensionless wavelength. Computational results compare well with available experi­
mental results. 

1 Introduction 
Regenerative and recuperative plate heat exchangers consist 

often of stacked corrugated plates. The orientation of the corruga­
tion between neighbouring plates is nonaligned (Fig. 1). Multitude 
contact points between the plates lead to high compressive strength 
of the heat exchangers. The corrugations give structural stability 
even at low material thickness of the plates and produce highly 
complex flow structure which determines the thermal performance 
and the flow loss of the heat exchanger. 

The performance of plate heat exchangers with sinusoidal cor­
rugation characterized by the ratio of the wavelength A and the 
amplitude a and the angle of inclination of corrugations of neigh­
boring plates has been experimentally investigated by Okada et al. 
(1972), Focke et al. (1985, 1985), Gaiser et al. (1990, 1994), 
Ciofalo et al. (1996) and Stasiek et al. (1994), and Muley and 
Manglik (1997), who called the geometry chevron plates. The 
geometrical parameters were varied in the ranges of 3.5 < k*/a* 
< 14.25 and 0 < <p < 90 deg. Stasiek et al. (1996) reported also 
numerical investigations for periodic boundary conditions and 
entry flows. They used the commercial code Flow3D to solve 
steady laminar and turbulent flow equations in the Reynolds num­
ber range between Re,,,, = 1000 and 10,000. Here Re,,,, is based on 
the hydraulic diameter dh* = 4V*/A* where V* and A* are the 
volume and the surface, respectively. They computed laminar flow 
for Re,,,, up to 3000 and for turbulent flows they used different 
turbulence models and a large eddy simulation and compared their 
results of local and overall heat transfer with experimental data 
obtained from thermochromic liquid crystal measurements. The 
best agreement with experimental local Nusselt numbers was 
given by the large eddy simulation for Re,,,, s 4000 and by the 
low Reynolds number k-e model at lower Re. They used a coarse 
mesh of 323 grids for all wave lengths K*/a* and for all flow 
models except for the standard k-e model for which they used 243 

grids. The influence of the grid width and grid nonorthogonality 
were not ascertained. 

Both experimental and numerical investigations show that heat 
transfer and pressure drop depend strongly on the dimensionless 
corrugation wavelength A*/a* and on the inclination angle cp. The 
results can be summarized as follows: 
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Smaller K*/a* leads to higher heat transfer and pressure loss. At 
<p = 90 deg heat transfer reaches nearly the same minimum for all 
A*la*. The maximum heat transfer and pressure loss are obtained 
at about the same cp. For cp > 50 deg the Nu distributions for 
different A*/a* tend to merge together. Numerical results of 
Ciofalo et al. (1996) agree qualitatively with experiments of Focke 
et al. (1985) and Gaiser (1990), but show quantitative deviation of 
40 percent and 25 percent in friction factor and Nusselt number 
respectively. Muley and Manglik (1997) reported experimental Nu 
and/ in a heat exchanger consisting of mixed chevron plates with 
cp = 30 deg and 60 deg in the Reynolds number range of 2-6000 
and Pr range of 2.4-4.5 and 130-220. They found transition at 
Re *» 500 and the Nu is proportional to Re"2 and Re076 in laminar 
and turbulent regimes, respectively. 

For small inclination angles (cp < 30 deg) the fluid primarily 
follows the main stream direction in zig-zag patterns and that for 
larger angles (cp > 60 deg) the fluid follows along the furrows 
between the corrugations of the plates. At cp « 45 deg the flow 
structure is more complex since both types of fluid trajectories are 
equally prominent (see Fig. 2). Focke et al. (1985) identified cp = 
45 deg as the inclination angle which produces the largest driving 
force that generates swirl in the flow in the furrows. The angle cp 
= 45 deg is interesting for cross-flow plate heat exchangers since 
this angle guarantees the same flow patterns for both fluids. 

Up to now no investigation of the flow structure evolution as a 
function of Reynolds number has been performed. Furthermore, 
the effect of flow oscillation and the transition to turbulence on 
heat transfer is unknown. This requires knowledge of the complete 
time dependent flow and temperature fields. 

The aim of this work is to examine numerically flow structure 
and its effect on heat transfer in cross-corrugated ducts at an 
inclination angle of cp = 45 deg. Furthermore parametric investi­
gations in order to shed light on the transition of the flow in 
dependence of the Reynolds number and the influence of the 
unsteady and transitional flow structure on the heat transfer and 
pressure loss have also been carried out. 

The Reynolds number based on the hydraulic diameter Re,,,, is 

Fig. 1 Cross-corrugated plates for heat exchangers. <p: inclination an­
gle; A*: wavelength of corrugation; a*: amplitude of corrugation. 
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Fig. 2 Experimential and numerical data for Nusselt numbers and friction factors of various authors at Redft = 2000. Solid symbols: experimental 
data; empty symbols: numerical data. 

varied from 150 to 2000. Two wavelengths k*/a* = 7 (dh*/H* 
= 1.697) and A*/a* = 9 (dh*/H* = 1.797) are examined since 
these wave lengths are typical in application (see Gaiser, 1990). 
An investigation for A*/a* = 10 (dh*IH* =• 1.83) and ReM = 
2000 has been performed in order to validate the numerical results 
against experiments of Gaiser (1990). The flow medium is air with 
Pr = 0.7. 

2 Computational Model and Method of Solution 

The flow in the corrugated duct with identical repetitive ele­
ments is geometry dominated and will be eventually periodically 
fully developed (see Patanker et al., 1977). A periodical element of 
the duct, shown in Fig. 3, is chosen as the computational domain. 
For this element periodic boundary conditions are assumed at the 

Nomenclature 

A* = surface area (m ) 
a* = corrugation amplitude (m) 
B* = channel width (m) 

dh* = hydraulic diameter (m) 
/ * = frequency (s"') 
h* = coefficient for convective 

heat transfer (WirT2 K) 
H* = average channel height 

(m) 
J = Jacobi determinant of the 

transformation matrix 
k* = thermal conductivity 

(WITT1 KT1) 

L* = channel length (m) 
p* = pressure (NnT2) 
T* = temperature (K) 
t* = time (s) 
u* = span averaged main veloc­

ity (msH) 
v* = velocity vector 
V* = Volume (m3) 

!*, v*, w* = velocity components in 
the x, y (ms_l) and 
z-direction, respectively 

x = vector of Cartesian com­
ponents 

(x, y, z) = Cartesian coordinates 
x,, x2, x, = Cartesian coordinates 

Greek Letters 

P'j 

S l> fe2> S3 

A* = 

co-factor of dxjd^j 
in the transforma­
tion matrix 
angle between cor­
rugation and main 
stream direction 
curvilinear coordi­
nates 

= wavelength of cor­
rugation (m) 

6 = dimensionless tem­
perature 

y = ratio of mass flow 
in main and lateral 
directions 

v* = kinematic viscosity 
(m2 s"1) 

p* = density (kg m 3) 

Dimensionless Parameters 

. / = (A/»*/(p*/ 
2)u*2)(dh*/4L*) = apparent friction 

factor 
G = (Nu/Nuo)/ 

(///o)"3 = goodness factor 
Nur„, = h*dh*/k* = Nusselt number 

S = f*H*/u* = Strouhal number 
Re,„, = u*dh*lv* = Reynolds number 

based on the hy­
draulic diameter 

ReH = u*H*/v* = Reynolds number 
based on channel 
height H 

Pr = Prandtl number 

Superscript 

* = dimensional quantity 
= averaged 

Subscript 

i,j, 

0 = first cell 
B = bulk 

k, m = indices of vector/ 
matrix components 

in = inlet 
/ = low 

le = left 
out = outlet 
per = periodic 

P = periodic length 
ri = right 

ref = reference 

u 
W 

up 
wall 
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Fig. 3 Flow patterns in cross-corrugated structures for different angles 
of inclination 

entrance and exit and at the sides. The length and the breadth of the 
computational domain are L* = B* = 2A* sin 45 deg. 

The dimensionless constant property conservation equations on 
a generalized curvelinear coordinate system are 

Continuity: 

Navier-Stokes: 

duk 

~H = 0; (1) 

a,-
 + i6l^-7R£lfl^+W 

dut 

+ jg_(PJ
tp) = 0; (2) 

Energy: 

with 

dT d 
— H UT 
dt 3fc\ /ReHPr '3$ 

1 . dT\ 
BITT) = 0 ; (3) 

du: 
U, = UjP'y, B'j = 0i,j3{,; OJ{ = ^ ^ ? ; i , ; , *, m = 1, 2, 3. 

The Einstein summation convention is adopted. £,, £,> & are 
curvelinear coordinates and w,, K2, W3 are the Cartesian velocity 
components. j8j are co-factors of dx-Jd^j in the Jacobian J. 

The constant density fluid model is exact for liquids and ap­
proximate for gas flows. The cross-sectional flow area can change 
by 100 percent, although for the case of larger area, the fluid can 
move in lateral direction. In typical plate heat exchanger applica­
tions the velocity is small (S3 m/s). Hence, for gas flows, the 
effect of velocity on the gas density is negligible. The effect of 
temperature on density depends on the temperature range of op­
eration and can be neglected if the temperature change is less than 
ten percent. 

All lengths are made dimensionless by the channel height H* = 
2a* (Fig. 3) and the velocities by the mean channel velocity. The 

temperature is made dimensionless by the bulk temperature of the 
inlet r*il0 and a periodic temperature ® is defined with the constant 
wall temperature and the bulk temperature, respectively. 

X* 

H* ur- u* T = 7f* 
1 B.in 

T-

P = 

Tw 

n* — n* P P ref 

p*u*2 

t*U* 
1 H* 

The pressure is split into the pressure gradient /3 which can be 
related to /and into the periodic pressure/>per. 

p(x, t) = -j3(f)*i + PfJ,x, t) (4) 

The pressure gradient J3 is determined during computation from 
the mass conservation. 

The following boundary conditions are used at the inlet and exit 

0in = <K£l,0. &> &. t) = <K£l,0 + Lp, £,, £3, t) = </>„, 

Hi 

and on the lateral boundaries 
H, 

(5) 

</>„• = <Mfi. &,o. &> t) = </>(£i> &,„ + BP, £3, t) = </>,„ 

3<K&,o) 3<K&.o + BP) 

H, Hi 

where 4> = {«,-, p^, &}. On the solid walls we used 

(6) 

(7) 

for 4> ~ («;> ®}-
The gradient conditions in Eqs. (5) and (6) are not mandatory 

but allow faster convergence. 
The nondimensional length and breadth of the computational 

domain are L = B = A*/V2a*. An algebaric grid-generation 
technique was employed to generate boundary conforming grids 
for three-dimensional ducts. In subsequent flow computations no 
computational problem was confronted because of the stiffness of 
the algebraically grids, so further smoothing by an elliptic grid 
generation technique is avoided. 

First, all grid point locations on the top and the bottom wall of 
the duct were selected. The topography of the corrugated surface 
is given by 

x3(xu x2) = a sin {b(xx ± x2)). (8) 

In the interior of the domain the grid points are interpolated along 
straight lines connecting the corresponding top and bottom grid 
points (Fig. 4(a)). In order to avoid grid cells with zero thickness 

Fig. 4 A characteristic element of the heat exchanger is chosen for the numerical modeling 
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upper plate fluid cells 

lower plate 
obstacle cells 

Fig. 5 Grid points in the interior of the computational domain are inter­
polated along straight lines (a); treatment of the contact points between 
the upper and lower plates (b) 

in the z-direction the upper and the lower corrugation plates are not 
allowed to touch each other. To realize the contact points between 
the upper and the lower plates the small region around the contact 
points (see Fig. 4(b)) is described by obstacle cells. Velocities in 
these cells are taken equal to zero and the temperature is set equal 
to the plate temperature. This geometrical modeling brings slight 
change in flow physics. 

The basic equations have been solved by the time-marching 
pressure-based finite volume numerical code FIVO, developed by 
the group of the senior author (see Kost et al. (1992) and Grosse-
Gorgemann (1995). FIVO uses SIMPLEC (see van Doormaal and 

Raithby, 1984), for pressure correction. The code corresponds to 
the direct simulation of Navier-Stokes equations without turbu­
lence model. Following a deferred-correction approach, the con-
vective fluxes Ic are split into an implicit part, expressed through 
the first-order accurate upwind difference scheme (UD) and an 
explicit part containing the difference between the second order 
accurate central differencing scheme {CD) and the first-order 
upwind approximations. 

Ic = /»" + 8 ( / » - / !UcD) (9) 

The factor 8 was chosen to be 0.95. The diffusive terms are 
approximated by central differences. First-order forward time dis­
cretization was used to approximate the time gradients. FIVO is for 
transition studies not completly appropriate. However, using small 
time steps one can extract good quantitative results. The resulting 
set of algebraic equations was solved using the SIP-algorithm of 
Stone (1968). Depending on A*/a*. 80,000 to 150,000 grid points 
were used to discretize the computational domain. Time-marching 
calculations were stopped when either a steady or a periodic flow 
was found, or in case of aperiodic solutions when average values 
of Nusselt number and friction factor became approximately con­
stant. 
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Fig. 6 Time dependency of streamwlse velocity (left side) and frequency spectrum (right side). Position of the 
reference point: x*/H* = 4, y*IH* = 4, z*!H* = 0.5. 
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Fig. 7 Velocity vectors for A7a* = 9; Re<jft = 180 (left side) and Re,,,, = 1800, time averaged 
(right side), (a) Midplane (z = H), (b) streamwise velocity, and (c) secondary velocity. 

Three equidistant set of grids (0.1, 0.05, and 0.025) in the flow 
and spanwise directions and 0.05, 0.025, and 0.0125 in the normal 
direction have been tried to determine the grid dependence of the 
results. From the extrapolated grid-independent result the maxi­
mum deviation (for the coarse grid) of the average Nu und/ were 
1.4 percent and 0.35 percent for Re,,,, = 200 and 10.2 percent and 
6.9 percent for Re,„, = 1500, respectively. We chose the coarse 
grid for further computations. The time step At could be chosen 
from the stability condition. We used At = 0.005 which is 
roughly 25 percent of the At given by the stability condition. 
Strouhal numbers computed with At = 0.005 and A; = 0.001 for 
a periodic flow case showed negligible (<3 percent difference). 
All computations were performed on a IBM RS 6000 3BT work­
station. CPU-times of about 15 hours for a steady-state solution 
and up to 350 hours for periodic or aperiodic flows were required. 

3 Results and Discussion 

3.1 Flow and Temperature Field. Steady flow solutions 
were obtained for Re,„, = 170, A*/a* = 7 (dh*/H* = 1.697) 
andRe,,,, = 180, A*/a* = 9 (dh*/H* = 1.797). With increasing 
Re the solutions bifurcated from steady to time-periodic self-
sustained oscillatory flows. The exact Reynolds number of transi­
tion from steady to periodic flow was not determined due to the 

requirement of large computational times. However, it was found 
that this transition Re,„, lies between 170 and 255 for A*/a* = 7 
and between 180 and 270 for A*/a* = 9. The time series of the 
w-component at a point (x*/H* = 4, y*/H* = 4, z*/H* = 0.5) 
in the computational domain for X*/a* = 7 and Re,„, = 255, 
425, and 1700, were recorded and Fourier analyzed. For Re,/,, — 
255 a periodic flow with a single dominant frequency with a 
Strouhal number S = 0.5 appeared. For Re,,,, = 425 the dominant 
Strouhal number was 1.3. For Re,,,, = 1700 no dominant Strouhal 
number could be detected and the flow was aperiodic. With in­
creasing Re the amplitudes of fluctuations also grew. At Re,„, = 
1700 the flow could be considered turbulent. 

Comparing the time-dependent behavior of the two wavelengths 
with various Reynolds numbers we found that the transition to 
turbulence for the larger wavelengths occured at higher Reynolds 
numbers. Even at Re,„, = 1800 (A*/a* = 9) a few dominating 
frequencies can be detected and the range of the frequency spec­
trum is smaller than that of the geometry with the wavelength 
A*/a* = 7. We should mention that the grid-independent transi­
tion Re may be slightly different from our results which, however, 
show the correct trend. 

The plots of streamwise and secondary velocities (see Fig. 5 for 
Re,,,, = 1800) indicated considerably different flow structures for 
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Fig. 8 A*/a* = 9; Redft = 180 (left) and Ref/h = 1800 (right), (a) Instaneous pathlines, (b) shaded areas show zones of 
large vorticity. 

the two Reynolds numbers 180 and 1800. However, the secondary 
and streamwise velocities were of the same order of magnitude for 
both Re. The plot of secondary velocities for Re,,,, = 180 at x*/L* 
= 0 showed a stable shear layer in the midplane of the duct 
between the two streams following the furrows. In contrast an 
extensive vortex led to considerable mixing between these streams 
at Re,,,, = 1800. The maximum velocties were nearly twice the 
average streamwise velocity. 

Three-dimensional pathline maps (not shown here) show differ­
ent flow phenomena. The major part of the flow followed the 
valleys of corrugations of upper and lower walls at 45 deg to the 
main flow direction while a minor part of the flow followed the 
main flow direction, crossing the crests of the corrugations. Com­
paring the two pathline maps for Re,,,, = 180 and Re,,,, = 1800 we 
noticed that at the higher Reynolds number interactions between 
the streams in the valleys led to stronger mixing of the flow. 
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y»/B£=0.25 

ylBf-0.5 

x*/LJ=0 

x*/L*-0.25 

x»/LJ-0.5 

Fig. 9 Temperature fields, A*/a* = 9; Redh = 180 (left side) and Re„ft = 1800, time averaged 
(right side), (a) Section at y = constant and (b) section at x = constant. 

Journal of Heat Transfer MAY 1999, Vol. 121 / 319 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



101 

....k.. 
• 

0 

V 

D 

A.7a=7 
. -l <P=45 
~9 / present work 

X7a'=10 

X7a =7.45 <P=32° Gaiser (1990) 

A.7a-7.45 <P-60° Gaiser(1990) 

>.7a'-10 <p-45° Gaiser( 1990) 

J 4 5 6 7 8 1 Ql 

Fig. 10 Overall Nusselt numbers over Reynolds number 

To investigate whether the ratio of the mass flux fraction in the 
main flow direction to the lateral direction depends on the Re we 
computed y, 

7 = 

"i(£i,o. £2, QdA 

M f i . £2,0, &)\dA 

(10) 

and found that y is independent of Re and but depends strongly on 
\*la* changing from 1.20 for k*la* = 7 to 1.45 for A*/a* = 9. 

At ReM = 180 we noticed a swirling motion in the furrows 
induced by perpendicular flow direction in the furrows of the upper 
and the lower corrugation. In contrast to the instantaneous disor­
dered structures at Re,,,, = 1800 the distribution at Re,,,, = 180 
appeared quite orderly. 

At Re,,,, = 180 the temperature field was found sharply split 
into two regions, divided by a stable shear layer. Only little mixing 
occurred between the flows in the opposite furrows of the corru­
gations. At Re,,,, = 1800 (see Fig. 6) turbulent interactions of the 
flows in the opposite furrows led to a more homogenous temper­
ature distribution over the whole cross section. The fluid temper­
ature was found to increase while passing through the duct. In the 
wake region behind the contact points the fluid had nearly the same 
temperature as the wall. This wake region was much more ex­
tended for Rerf,, = 180 because of the poor mixing of the fluid and 
consequent low heat transfer in this region. 

3.2 Heat Transfer and Flow Loss. Heat transfer and flow 
loss are characterized by the Nusselt number 

Nu = 
a© 
W2 

dh* 
fc=o 2a* 

and the apparent friction factor, respectively, 

/ = 0 
dh* 

2L*~ 

(11) 

(12) 

The Nu was also averaged on the surface. 
Figure 7 shows the average Nusselt number as a function of 

Reynolds number for different K*/a*. Experimental results of 
Gaiser (1990) have also been plotted for comparison. The Nusselt 
number increases with increasing Reynolds number in the range 
0 < Re,,,, < 2000. For Re,,,, > 500 the influence of the wave­
length on Nusselt number can be neglected. At lower Reynolds 
numbers the Nusselt numbers for the larger wavelength are lower. 
This can be attributed to the delay in transition to turbulence for 
the larger wavelength compared with the shorter wavelength. The 
computations for A*la* = 10 and Reynolds number of 2000 show 
agreement within five percent with the experiments of Gaiser 
(1990) for <p « 45 deg. 

The spanwise averaged Nusselt numbers for different Reynolds 
numbers are shown in Fig. 8. Obviously the heat transfer upstream 
and downstream of the contact points dominates the Nusselt num­
ber distribution. The periodic Nusselt numbers reach maximum 
values shortly upstream of the contact points. These maxima are 
shifted slightly downstream with increasing Reynolds numbers. 
The difference between maximum and minimum values also in­
creases with the Reynolds number. 

Figure 9 shows the time-average apparent friction factor against 
Reynolds number. The difference between friction factors of the 
two wavelengths vanishes like the overall Nusselt number at 
higher Reynolds numbers. The computed friction factor for \*la* 
= 10 at Re,,,, = 2000 deviates from measurements of Gaiser 
(1990) by about eight percent. The measured Nu for mixed chev­
ron plates (P = 30 deg/60 deg) by Muley and Manglik (1997) are 
17 at Re,,,, = 1000 and 8.4 at Re,,,, = 400 compared to our 
computations of 19, 8, and 12. The corresponding / at Re,,,, = 
1000 is 0.45, compared to ours at 0.25. The difference is caused 
by the geometry. The trend of larger Nu and smaller/with j8 = 45 
deg/45 deg, than with /3 = 30 deg/60 deg, is correct (see the 
reference cited by Muley and Manglik, 1997). 

Figure 10 depicts the goodness factor G = (Nu/Nu0)/(///0)"3 

where the subscript 0 stands for the plane channel value. G is 
independent of K*/a* for Re,,,, a 500, and it monotonically 
increases and becomes larger than 1 for Re,„, > 1000. 
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Fig. 11 Spanwise-averaged Nusselt number distribution. A7a* = 9. 
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Fig. 13 Goodness factor G over Reynolds number for different k'ltf 

4 Conclusions 

Numerical simulations of flow in cross-corrugated 45-deg-
oriented ducts show that self-sustained oscillations occur in the 
range of Re,,,, = 170 to Re,„, = 270 for k*la* = 7 and A*/a* = 
9. With increasing Reynolds number the flow tends to become 
chaotic. The flow structure changes dramatically with increasing 
Reynolds number. The strong mixing effects between the fluid 
streams in opposite furrows of the duct at high Reynolds numbers 
cause an improvement of heat transfer and an increase of pressure 
drop. Transition to turbulence takes place at a smaller Re for the 
shorter wavelength. Comparisons of numerical results with avail­
able experimental data show good agreement. The goodness factor 
becomes larger than 1 at higher (>1000) Reynolds numbers. 
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Turbulent Heat Transport in a 
Perturbed Channel Flow 
The recovering boundary layer downstream of a separation bubble is known to have a 
highly perturbed turbulence structure which creates difficulty for turbulence models. The 
present experiment addressed the effect of this perturbed structure on turbulent heat 
transport. The turbulent diffusion of heat downstream of a heated wire was measured in 
a perturbed channel flow and compared to that in a simple, fully developed channel flow. 
The turbulent diffusivity of heat was found to be more than 20 times larger in the 
perturbed flow. The turbulent Prandtl number increased to 1.7, showing that the turbulent 
eddy viscosity was affected even more strongly than the eddy thermal diffusivity. This 
result corroborates previous work showing that boundary layer disturbances generally 
have a stronger effect on the eddy viscosity, rendering prescribed turbulent Prandtl 
number models ineffective in perturbed flows. 

Introduction 

Perturbed turbulent boundary layers are wall-bounded shear 
layers which have recently undergone a change in boundary con­
dition such as the wall roughness, pressure gradient, or wall 
curvature. The turbulence statistics and eddy structure are not in 
equilibrium with the mean flow in perturbed boundary layers. That 
is, the turbulence properties are different than they would be if the 
same mean flow profile was maintained for an extended distance. 
An important subclass of perturbed boundary layers is the recovery 
region downstream of a separation zone where the turbulence 
remains out of equilibrium with the mean flow for at least 50 
boundary layer thicknesses downstream of reattachment (Brad-
shaw and Wong, 1972). This is because some fraction of the large 
eddies in the separated shear layer pass nearly unchanged through 
the reattachment zone and decay very slowly in the recovering 
boundary layer (c.f. Pronchick and Kline, 1983). Those separated 
shear layer eddies are generated by the Kelvin-Helmholz instabil­
ity and are substantially different in character than typical eddies 
encountered in an attached boundary layer. While the mean ve­
locity profile recovers quickly to a nearly normal state, the turbu­
lence statistics remain disturbed for a large distance downstream. 

The fluid mechanics of boundary layers recovering from sepa­
ration have been studied extensively because of difficulties they 
cause for turbulence models. The effect of the nonequilibrium 
turbulent eddies on turbulent heat transport is not as well known. 
Usually turbulent heat transport is represented in models using a 
turbulent Prandtl number formulation in which the turbulent heat 
flux is proportional to the Reynolds shear stress. However, there is 
no evidence that turbulent heat transport reacts in the same way to 
perturbations as the turbulent shear stress. Ayala et al. (1997) 
measured the turbulent heat flux in an adverse pressure gradient 
boundary layer and found that increases in the turbulent shear 
stress above zero-pressure-gradient levels were proportionally 
larger than increases in the turbulent heat flux. Elkins and Eaton 
(1997) studied heat transport in a three-dimensional boundary 
layer in which the turbulent shear stress was reduced by the 
presence of crossflow. They found that the turbulent heat transport 
was not as strongly affected so that the turbulent Prandtl number 
was reduced by the imposition of crossflow. The recovering 
boundary layer downstream of separation is more severely per-
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turbed than the examples above, so one might expect more drastic 
effects on the turbulent Prandtl number. 

The present study was conducted in a two-dimensional turbulent 
channel flow downstream of a stalled planar diffuser with the 
geometry shown in Fig. 1. The channel flow upstream of the 
diffuser was fully developed, and downstream of the separation 
zone the mean profiles recovered rapidly back towards fully de­
veloped channel flow. However, the turbulence profiles remained 
highly disturbed as will be shown below. Turbulent heat transport 
was studied in this recovering channel flow by making measure­
ments in the spreading thermal wake of a fine heated wire stretched 
across the span of the tunnel. These measurements were compared 
to similar data we acquired in an unperturbed fully developed 
channel flow at the same Reynolds number. The objectives were to 
measure the rate of turbulent diffusion of the heated wake to 
determine the effect of the nonequilibrium eddies in the flow and 
to determine if this effect could be captured by a turbulent Prandtl 
number model. 

Apparatus and Techniques 
The experiments were performed in a blower-driven wind tun­

nel with a test-section geometry as illustrated in Fig. 1. Details of 
the facility are described in Buice and Eaton (1997). Upstream 
elements included honeycomb, 3 screens, and a 41:1 contraction to 
insure uniform flow at the entrance to the channel flow develop­
ment section. The development section had a channel height (//) 
of 15 mm, a span of 610 mm and a length of 1.65 m (110 channel 
heights) insuring two-dimensional fully developed conditions at 
the inlet of the diffuser. The stalled diffuser was a 4.7:1 asymmet­
ric expansion which produced a separation bubble extending from 
a mean separation point at xlH — 7 to a mean reattachment point 
at x/H = 29, eight inlet channel heights downstream of the 
diffuser exit. Thin splitter plates were used to remove the end wall 
boundary layers in order to obtain two-dimensional flow in the 
diffuser and the downstream channel. The splitter plates were 
located 4.7/7 from each end wall and ran from a point 6H 
upstream of the diffuser inlet to the end of the test section. The 
main section of interest for the present work was the downstream 
channel which had a channel height h of 70.5 mm, a span of 470 
mm, and a length of 840 mm. The tunnel was operated under 
closed-loop speed control to give a channel flow Reynolds number 
Uclhlv of 20,000. 

A second fully developed channel flow facility was used to 
obtain data for the unperturbed case at the same Reynolds number. 
This was the vertical channel flow facility described in detail by 
Kulick et al. (1994). The facility had a channel height of 40 mm, 
a span of 457 mm, and a development length of 5.2 m (130/i) 
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Fig. 1 Test section geometry 

upstream of the measurement section. Detailed data presented in 
Kulick et al. (1993) demonstrate that this flow is fully developed 
in all turbulence quantities and produces measurements in good 
agreement with previous results. 

In each experiment, a 0.2-mm diameter Nichrome wire was 
stretched across the span of the channel on the centerline. A 1.7 A 
DC current ran through the wire dissipating 35 W over 8 inches of 
wire length. Temperature profiles were measured downstream of 
the wire using a traversing type K thermocouple probe positioned 
using a computer-driven traverse. The thermocouple was fabri­
cated from 36 gage wire (0.13 mm diameter) with a junction bead 
approximately 0.5 mm in diameter. The thermocouple was 
mounted in a 1.6-mm OD stainless-steel tube with the bead pro­
truding approximately 3 mm from the end of the tube. The probe 
was aligned with the flow direction to prevent thermal conduction 
along the tube which could affect the temperature readings. The 
thermocouple was connected differentially with a reference ther­
mocouple located in the freestream upstream of the heated wire. At 
each measurement point, 400 voltage samples were acquired using 
a Fluke 8842 digital multimeter giving a statistical uncertainty of 
0.01 C. A complete uncertainty analysis including instrumentation 
and calibration uncertainty yields an overall uncertainty estimate 
of 0.04 C for the differential temperature measurements. 

Mean velocity and turbulence intensity measurements reported 
here were measured using a TSI Model 1218 single hotwire probe 
operated by a high performance hotwire bridge developed by 
Watmuff (1994). Standard setup and calibration procedures were 
used (see Buice and Eaton, 1997) for details. The uncertainty in the 
mean velocity and turbulence intensity were estimated to be two 
percent and four percent, respectively, taking into account both 
statistical and calibration uncertainties. The Reynolds shear stress 
needed for calculation of the turbulent Prandtl number was mea­
sured using a TSI Model 1243 cross-wire probe operated with two 
of the Watmuff hotwire bridges. The probe was modified from the 
original TSI design to reduce the wire spacing to 0.35 mm. The 
probe was strung with 2.5 /um Platinum plated Tungsten wire with 
copper plated ends to obtain an active region \/d of 200. A 
homemade sample-and-hold circuit was used for simultaneous 
sampling of the two channels. Measurement and calibration pro­
cedures were the same as reported in Anderson and Eaton (1987). 
The uncertainty in the shear stress was estimated at ten percent 
following Anderson's analysis. 

Experimental Results 

Figure 2 shows the mean velocity profiles measured at three 
streamwise stations in the recovering channel flow. The upstream 

profile was measured slightly upstream of the position of the 
heated nichrome wire. This profile shows some remaining distor­
tion from the region of flow separation. The mean profile is 
recovering very rapidly as evidenced by the downstream profiles, 
which appear much like fully developed channel flow with a broad 
region of nearly constant velocity in the central region of the 
channel. Streamwise turbulence intensity profiles measured at the 
same stations (Fig. 3) show similar trends. All three profiles show 
a broad region of nearly constant turbulence intensity, although the 
upstream profile shows slightly more disturbance. There is a strik­
ing difference between the recovering channel flow data and the 
baseline fully developed channel flow data measured in the up­
stream channel. This level of disturbance is characteristic of 
boundary layers recovering from separation. The mean profile 
recovers very quickly to show only mild variation from the stan­
dard mean profile while the turbulence remains highly perturbed 
and out of equilibrium with the mean flow. 

Figure 4 shows the temperature profiles measured downstream 
of the heated wire in the reference fully developed channel flow. 
Here, x'/h is the distance downstream of the wire normalized by 
the channel width and the temperature is normalized by the max­
imum in each profile. Applying Taylor's theory of turbulent dis­
persion of a passive scalar to a flow of uniform mean velocity, one 
expects the temperature profiles to take on a Gaussian form. 
Gaussian fits to each profile are shown in Fig. 4. The measure­
ments closely match the Gaussian profiles except for the outer 
edge of the farthest downstream profile. This indicates that the 
central region of the reference channel flow behaves very much 
like a region of homogeneous turbulence with uniform mean 
velocity. 

Figure 5 shows the temperature profiles measured in the per­
turbed channel flow. The most obvious feature is the much more 
rapid turbulent diffusion in the perturbed case. By the second 
profile, the thermal wake has reached the walls of the channel and 
the wall has been heated to a temperature above the upstream 
reference temperature. This results in a distinctly non-Gaussian 
profile downstream of x'/h = 1.19. Another feature of the plots 
is that the central peak in the temperature profile is not on the 
channel centerline. This is because the flow streamlines at the 
position of the heated wire are directed slightly towards the lower 
wall (v = 0) as the velocity deficit evident in the first profile in 
Fig. 2 recovers. 

Gaussian curves were fit to the data in order to estimate the 
turbulent diffusivity. However, for this case, the least-squares 
fitting routine used only the central ten points of each profile where 
the mean flow and turbulence are reasonably homogeneous. The 

Nomenclature 

H = height of upstream channel, 15 mm Uh 

h = height of downstream channel, 70.5 u'„m 

mm 
Pr, = turbulent Prandtl number, v,la, x 

T = temperature x' 
T„ = maximum temperature in a profile 
U = mean streamwise velocity y 

= bulk average velocity 
= standard deviation of fluctuating 

streamwise velocity 
= streamwise coordinate 
= streamwise coordinate measured 

from position of heated wire 
= wall normal coordinate 

a, = turbulent diffusivity of heat 
v = molecular kinematic viscosity 

v, = turbulent kinematic viscosity 
a = standard deviation of a Gaussian 

curve 
6 = temperature difference, T — 

Journal of Heat Transfer MAY 1999, Vol. 121 / 323 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



£ 
Its 

Fiq. 2 
-0.16; 

1.2 

1.1 

1 

0.9 

0.8 

0.7 

06 

O.b 

0.4 

0.3 

0.2 

• • • • • • 

i P D . • * S • 
' £ . . 2 : 

i 
i 
> 
3 

i : 

i ! 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

y/h 

Mean velocity profiles surrounding the heated wire: • , x'lh 
a, fi ft = 1.28; A, x'lh = 2.72 

s 
s 

SI 

y/h 

Fig. 4 Temperature profiles downstream of point source in fully devel­
oped turbulent channel flow. • , x'lh = 0.47; • , x'lh = 1.19; O, x'lh = 1.91; 
• , x'lh = 2.63. 

temperature profiles match the Gaussian curves quite well in this 
central region. The standard deviations of the Gaussian curves are 
plotted in Fig. 6, which shows the enormous difference in turbulent 
diffusivity between the perturbed flow and the reference channel 
flow. For reasons discussed below, the square of the standard 
deviation is actually plotted. 

Analysis of the Results 

The temperature profiles can be used to estimate the turbulent 
diffusivity of heat and thus the turbulent Prandtl number using a 
simple analysis. Assuming a uniform mean velocity U, a uniform 
turbulent diffusivity of heat a„ and negligible molecular diffusiv­
ity of heat in the central region of the channel, we can write an 
energy equation: 

8T 

dx 

d2T 

IP (1) 

The solution of this equation gives a Gaussian temperature profile: 

T(y) = T0 exp 
2 [or (2) 

where T0 and a are functions of x. Integration of Eq. (2) from 
to +°o gives the starting impulse /, and therefore T„: 

T -
2-rra' 

(3) 

Substituting Eq. (3) into Eq. (2) and taking the derivative gives 

da a. 

dx V (4) 

Finally, integration of Eq. (4) with x and normalization by the 
channel width h results in a simple relationship between a and a,: 

<A2 _ 5 W * ô 
h ~ Uh[h h (5) 

Plots of (cr/h)2 versus x/h for the two cases are shown in Fig. 6 and 
show the linear relationship expected. The thermal diffusivity 
a,IUh was estimated by fitting a straight line to the four data 
points using a least squares procedure. The resulting value was 
a,IUh = 0.027 + / - 0.0021 for the perturbed channel and 
aJUh = 0.0012 + / - 5.7 X 10~s for the reference channel 
flow. Thus, the turbulent diffusivity is more than 20 times greater 
in the perturbed channel flow. The uncertainty was evaluated 
considering uncertainties in the average temperatures, the Gauss­
ian fits to the profiles, and the linear fit, all at 95 percent confidence 
level. The relative uncertainty for the perturbed case was higher 
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because the more rapid diffusion produced a much lower temper­
ature thermal wake. 

While the uncertainty in this analysis is fairly large, the mag­
nitude of the change shows that the perturbed flow has a dramat­
ically increased thermal diffusivity. An important issue then, is 
how this increased diffusivity can be modeled. Turbulence models 
normally calculate the turbulent heat transport using a turbulent 
Prandtl number formulation. The turbulent diffusivity of momen­
tum (the eddy viscosity) is calculated directly from the turbulence 
model, then the diffusivity of heat is estimated using a prescribed 
turbulent Prandtl number defined as 

Typical values of Pr, for turbulent boundary layers are around 0.9. 
Recent work by Ayala et al. (1997) found values of Pr, ranging 
from 0.8 to 1.0 in a zero-pressure-gradient boundary layer, but 
higher values up to 1.25 in an adverse-pressure-gradient boundary 
layer. 

Evaluation of the eddy viscosity is difficult in the present flow 
because both the turbulent shear stress and the mean velocity 
gradient are zero at the channel centerline. A reasonable assump­
tion is that the eddy viscosity is constant in the central region of the 
channel, so it was estimated using data for 0.15 < ylh < 0.35 
(0.3 < y/S < 0.7, where 8 is the channel half height). This 
averaging region avoided the logarithmic region near the wall and 
the region of negligible shear stress near the channel centerline. 
The mean velocity gradient was calculated using second-order 
central differences then smoothed using a five-point filter. The 
measured Reynolds shear stress values were used directly for the 
perturbed channel flow. For the reference channel flow, the shear 
stress was calculated directly from the pressure gradient. The 
average eddy viscosity for the perturbed channel flow was v,l 
Uh = 0.047 + / - 0.009 at 95 percent confidence. The large 
uncertainty is due to the uncertainty of the shear stress measure­
ments and the relatively small velocity gradients. For the reference 
channel, the normalized eddy viscosity average was 0.0011 +/— 
0.00013. In this case, the relative uncertainty is smaller because the 
shear stress is known more accurately. 

As with the thermal diffusivity, the eddy viscosity is very much 
greater in the perturbed channel flow than the reference channel. 
This very large eddy viscosity is responsible for the rapid recovery 
of the velocity deficit downstream of reattachment. The changes in 
v, are even larger than the changes in a,. For the reference channel 
flow the estimated turbulent Prandtl number is 0.92 + / - 0.12 at 95 
percent confidence. The estimated uncertainty in this measurement 
is large, but the good agreement with previous results lends some 
confidence to the present technique. The turbulent Prandtl number 
for the perturbed channel flow was 1.7 + / - 0.36. Despite the large 
relative uncertainty, it is clear that the perturbed channel flow has 
a much larger turbulent Prandtl number. As has been found in 
other flows, perturbing the turbulence structure causes greater 
increases in the eddy viscosity than the turbulent thermal diffusiv­
ity. 

Conclusions 

We have examined thermal diffusion in a perturbed channel 
flow as compared to a reference fully developed channel flow. The 
thermal diffusivity is increased by approximately a factor of 20 by 
the turbulence in the recovery region downstream of a separation 
zone. This demonstrates that the turbulence is far out of equilib­
rium with the mean flow which rapidly recovers to a nearly fully 
developed profile. The turbulent eddy viscosity is affected even 
more strongly by the nonequilibrium eddies than the heat transport. 
The turbulent Prandtl number is increased by nearly a factor of 
two. This corroborates a similar observation by Ayala et al. in an 
adverse pressure gradient boundary layer. 

In another study of heat transport in nonstandard boundary 
layers, Elkins and Eaton (1997) measured the turbulent Prandtl 
number in the three dimensional boundary layer on a rotating disk 
using direct measurements of the turbulent heat flux. Boundary 
layer three dimensionality suppresses the turbulent shear stresses 
and reduces the eddy viscosity. Elkins and Eaton found that the 
turbulent heat flux was not suppressed as much as the turbulent 
shear stress resulting in turbulent Prandtl numbers lower than 
conventional boundary layers. This suggests a general trend that 
boundary layer disturbances have a greater effect on the turbulent 
momentum transport than the turbulent heat transport. 
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An Experimental Study on 
Forced Convection Heat 
Transfer From Flush-Mounted 
Discrete Heat Sources 
Experiments have been performed using water to determine the single-phase forced 
convection heat transfer from in-line four simulated electronic chips, which are flush-
mounted to one wall of a vertical rectangular channel. The effects of the most influential 
geometric parameters on heat transfer including chip number, and channel height are 
tested. The channel height is varied over values of 0.5, 0.7, and 1.0 times the heat source 
length. The heat flux is set at the three values of 5 W/cm2, 10 W/cm2, and 20 W/cm2, and 
the Reynolds number based on the heat source length ranges from 6 X 102 to 8 X 104. 
Transition Reynolds numbers are deduced from the heat transfer data. The experimental 
results indicate that the heat transfer coefficient is affected strongly by the number of chips 
and the Reynolds number and weakly by the channel height. Finally, the present results 
from liquid-cooling are compared with other results from air-cooling, and Prandtl 
number scaling between air and water is investigated. 

Introduction 
The rapid advances in the computer industry have resulted in an 

increased need for reliable and efficient cooling technologies. 
Present trends in microelectronics indicate that circuit densities on 
a single silicon chip will continue to increase and more chips will 
be packed in closer proximity on multichip modules. Since almost 
all of the electrical energy consumed by these devices appears as 
heat, the power density must be dissipated by the chip and modules 
in order to maintain the chip temperature to below 85°C. As it is 
becoming increasingly difficult to rely on air-cooling to remove 
the cooling load, liquid-cooling is considered, and it may be the 
only practical method for maintaining reasonable component tem­
peratures in high power chips. 

Forced convection heat transfer, from a single heat source and 
from an in-line four-row array of 12 heat sources flush-mounted to 
one wall of a horizontal rectangular channel, were studied by 
Incropera et al. (1986) and Mahaney et al. (1990), for Reynolds 
number ranges of 1000 < ReD < 14000 and 40 < ReD < 3200, 
respectively. Two fluids, water and FC-77, were considered, and it 
was found that the upstream thermal boundary affected that of 
downstream. Tests were conducted using a single heat source 
flush-mounted to one wall of a vertical rectangular channel by 
Mudawar and Maddox (1989), with FC-72 as the coolant. Al­
though the slopes of the correlations obtained by Mudawar and 
Maddox (1989) and those by Incropera et al. (1986) are almost 
identical, the data of the former was approximately 37 percent 
higher than the latter. Gersey and Mudawar (1992, 1993) used 
FC-72 on a series of nine in-line simulated chips in a flow channel 
to ascertain the effects of orientation angle, channel height, and 
protruding height, and found that the upstream thermal boundary 
had no effect on that of downstream; and channel height, protrud­
ing height, and orientation angle had little effect on the heat 
transfer data. 

Experiments were performed to determine the effects of Reyn­
olds number, channel height, streamwise and spanwise spacings on 
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the convective heat transfer coefficients for water cooling with 5 X 
6 arrays of heated protruding elements by Garimella and Eibeck 
(1990, 1991). The Nusselt number was shown to be enhanced by 
staggering the elements, and by decreasing the channel height, as 
well as by increasing the streamwise and spanwise spacings be­
tween elements. Heindel et al. (1992) studied flow of water and 
FC-77 over an in-line 1X10 array of discrete heat sources located 
on the bottom wall of an horizontal flow channel. Recently, Ga­
rimella and Schlitz (1995) have focused on heat transfer from a 
single flush-mounted and protruding heat source in an array of 5 X 
5 elements using FC-77 and water. 

Based on the literature survey, there are many data bases and 
correlations about single-phase heat transfer in flush-mounted heat 
sources for liquid-cooling, but they are inconsistent with each 
other because of different geometrical parameters and working 
fluids. For an array of flush-mounted heat sources, the effect of 
upstream thermal boundary layer on that of downstream needs to 
be confirmed, as indicated by the results of Incropera et al. (1986) 
being inconsistent with those of Gersey and Mudawar (1992). The 
effect of channel height on heat transfer have not been studied for 
flush-mounted heat sources, although this effect had been investi­
gated for protruding elements by Gersey and Mudawar (1993) and 
by Garimella and Eibeck (1990). 

The objective of this study is to measure convective heat trans­
fer from a linear array of flush-mounted heat sources in a vertical 
up-flow channel. Water was used to simulate the dielectric liquids 
in the present experiment. The dimensions of the simulated chips 
were held constant while the height of the channel was varied. 
Heat transfer coefficients were obtained over a range of flow rates 
encompassing the single-phase laminar forced convection and 
turbulent forced convection regimes. 

Experimental Apparatus and Procedure 
The experiments were conducted in a closed-loop liquid-cooling 

flow facility with a vertical up-flow, plexiglass test section as 
shown in Fig. 1. The flow loop consisted of a reservoir, pump, heat 
exchanger, filter, rotameter, and flow channel. The temperature at 
the test-section inlet is maintained constant by means of the heat 
exchanger and the immersion heater in the reservoir, and was 
measured just prior to the test section by a K-type thermocouple. 
A converging section and a flow straightener which has a series of 
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Fig. 1 Schematic of the liquid cooling test facility 

screens and honeycomb ensure a uniform flow at upstream of the 
test section. The first chip was located 680 mm downstream of the 
channel inlet, providing a minimum hydrodynamic entry length of 
50 hydraulic diameters. To improve the accuracy of reading, three 
rotameters with different ranges were used to measure the flow 
rate. 

A detailed view of the multichip module is provided in Fig. 2. 
The surfaces of the chips were mounted flush in a teflon substrate 
module, the chips are positioned in the center of the channel wall 
with a spacing of 5.0 mm between the edges of the chip and the 
channel side walls. The channel heights were varied to three 
values. Each chip was fabricated from oxygen-free copper such 
that the cross-sectional dimensions of the chip surface in contact 
with the liquid are 10.0 X 10.0 mm. Four film resistive heaters 
were installed in series with each chip and adjusted so that each 
film resistor dissipated the same power. With the voltage across 
each chip being same, one voltage transducer and four current 
transducers were used to calculate the power dissipation of each 
chip. The resistors were attached with thermally conducting epoxy 
to the underside of the copper blocks. 

Two K-type thermocouples, located 2 mm upstream and down-

M h 

B 
•-Teflon 

- Air gap 

~~ Heater 

3~~ Screw 
1 Thermocouples 

- Chip 1 

All dimensions In mm 

Fig. 2 Multichip module 

stream of the chip, respectively, were embedded along the chip 
centerline in the flow direction at a depth of 0.5 mm underneath the 
chip surface and aligned along the chip centerline. Before mea­
surements were recorded, the wall temperatures of the simulated 
chips were allowed to reach steady state, typically in ten minutes, 
after the power level and flow rate were set. Average of the two 
surface temperatures yielded the mean surface temperature. 

Data were reduced in terms of an average Nusselt number for 
simulated chip number / 

Nu,. = 
h,L QCL 

MT,~ Tm)k 
(1) 

for which the chip length and surface area are L = 10 mm and 
A = 100 mm2. All thermophysical properties are evaluated at the 
fluid inlet temperature, except for the viscosity /u,„, which is 
evaluated at the chip surface temperature. The corrected heat 
dissipation rate Qc, which represents the heat transferred to the 
fluid directly through the chip surface, has accounted for substrate 
conduction losses, which is of the order of less than five percent of 
the total heat dissipated by the heater. 

All experiments with water were performed in a vertical up-flow 
channel over heat source length-based Reynolds number in the 
range from 6.2 X 102 < Re t < 7.7 X 104 (8.2 X 102 < ReD 

< 6.2 X 10") for an inlet temperature of T-m ~ 25°C, and for heat 
fluxes of 5, 10, and 20 W/cm2. An estimation of the uncertainty in 

Nomenclature 

A = heat source surface area, m 
B = protruding height, m 

1, Ci = coefficients in correlations 
D = channel hydraulic diameter, m 
h = heat transfer coefficient, W/m2 

K 
H = channel height, m 
k = thermal conductivity, W/m K 
L = length of heat source, m 
m = exponent of Reynolds number 
n = exponent of Prandtl number 

NuL = Nusselt number based on length 
of heat source = hLIk 

Pe t = Peclet number based on length 
of heat source = Re;. Pr 

Pr = Prandtl number 
Qc = corrected heat dissipation rate, W 
q" = heat flux, W/m2 

Ren = Reynolds number based on chan­
nel hydraulic diameter = UDIv 

Re, = Reynolds number based on length 
of heat source = ULIv 

Sx = streamwise spacing between heat 
sources, m 

t = average of surface temperatures, 
°C 

7*in = inlet temperature, °C 

U — mean inlet velocity, m/s 
JU = dynamic viscosity, N s/m2 

p = density, kg/m3 

v = kinematic viscosity, m2/s 

Subscripts 

cal = calculated 
exp = experimental 

i = chip number index, i — 1, 2, 3, 
4 

m = channel entrance condition 
w = wall of heat source 
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Fig. 3 Nusselt number as a function of Reynolds number 

the experimental data was made using standard techniques for 
single-sample measurements (Kline and McClintock, 1953). The 
propagation of the uncertainties into the dimensionless parameters 
was then determined. This study revealed uncertainties in ReL, 
Refl, and NuL to be less than 3.5, 3.5, and 10.0 percent, respec­
tively. These values are based on the assumption of negligible 
uncertainty in the relevant fluid properties. 

Results and Discussions 

Effects of Number of Chips. Baseline tests were first con­
ducted with flush-mounted heat sources with L = 10 mm, HIL — 
0.5. The Nusselt number is shown in Fig. 3 as a function of 
Reynolds number based on heat source length for the four chips. 
As seen in this figure, there is a drop in the heat transfer coefficient 
as the chip number increases. It is founded that the Nusselt 
numbers of the second chip are about 70 percent of those of the 
first chip. This also conveys the fact that as the chip number 
increases, the differences between Nusselt number for the two 
neighboring chips become smaller. From an examination of all the 
data from this study, it is deduced that the heat transfer coefficient 
can be considered to have reached a chip-number-independent, 
fully developed value by the fourth chip for all test runs, since 
there is little change in values between the third and fourth chips. 

The attainment of fully developed condition downstream of 
three to four rows was also observed by Incropera et al. (1986) in 
turbulent flow, Mahaney et al. (1990) in laminar flow, and Gari-
mella and Eibeck (1990) in laminar flow for liquid-cooling. How­
ever, Gersey and Mudawar (1992) found that the row number had 
no effect on single-phase heat transfer coefficient for nine in-line 
simulated microelectronic chips using FC-72, with the chips hav­
ing similar heat transfer coefficients. 

Effects of Reynolds Number. Three distinct regimes can be 
identified in Fig. 3, indicating a transition from laminar to turbu­
lent flow. Transition occurs at a Reynolds number, based on heat 
source length, of approximately 3000, and the flow is fully turbu­
lent when ReL > 4300. If Reynolds number is defined in terms of 
hydraulic diameter D, Re0 = UDIv, the transition Reynolds 
number is about 2400. It is well known that the critical Reynolds 
number in a pipe or duct flow in which transition from laminar to 
turbulent flow begins is about 2300, and the flow is fully turbulent 
for ReD > 4000 (Incropera and DeWitt, 1985). Similar results of 
laminar flow and laminar/transition flow characteristics were ob­
tained by Incropera et al. (1986) from dye injection studies, with 
ReD < 4000 in a rectangular channel. It was also observed by 
Garimella and Schlitz (1995) with ReD < 3900. 

The input power seems to have little effect on the heat transfer 

coefficient, the difference of heat transfer coefficient among these 
heat fluxes (5 W/cm2, 10 W/cm2 and 20 W/cm2) are less than six 
percent. When the input power increases, the wall temperature 
increases as the flow rate and inlet temperature are fixed, so the 
viscosity of the liquid at the wall decreases. 

The Nusselt number data of laminar flow including transition 
region versus Peclet number based on the length of heat sources 
are shown in Fig. 4. For flow in a duct or between parallel plates 
with a fully developed laminar velocity profile, it may be shown 
that 

Nu, C, (2) 

where Pe t = Ret Pr. Experimental forced convection results of 
laminar flow for all four chips fall along this theoretical slope. The 
reduction of heat transfer with chip number results from thermal 
boundary layer development due to upstream heating. The ordinate 
values of the horizontal asymptotes corresponding to the constant 
C, is shown in Table 1. 

For parallel plate ducts, laminar flow and heat transfer have been 
analyzed in detail by Shah and London (1978). The more conve­
nient approximate equations have the recommended form of Eq. 
(2) for thermally developing and hydrodynamically developed 
flow, with the boundary conditions of uniform peripheral wall 
temperature and of constant wall heat flux, respectively. 

Comparing the experimental data with the analytical results for 
parallel plate ducts, about 30 percent underprediction of the data 
by using the solution of constant flux for the first chip is attributed 
to the fact the heat source length is short; the thermal boundary 
layer is very thin and has more characteristics of a thermal entry 
region and has a high heat transfer coefficient. With the thermal 
boundary layer developing, the data for Chip 2 and Chip 3 agree 
well with the analytical solutions of constant heat flux and constant 
temperature, respectively. The reduction in heat transfer coeffi­
cient with chip number indicates that the thermal boundary layer is 
becoming thicker and fully developed forced convection condi­
tions are being approached by time the Chip 4 is reached. 

The similar trend in heat transfer characteristics caused by the 
row number in laminar flow was also obtained by Mahaney et al. 
(1990) for water-cooling of a rectangular channel with discrete 
heat sources. Although the same exponent of the Peclet number 
can correlate their data very well, the values of the heat transfer 
coefficients in the present study are about 80 percent higher than 
those obtained by Mahaney et al. for all rows. It may be due to the 
fact that a different geometry was used in their study. Their data 
were obtained from a four-row in-line array of 12 square heat 
sources, 12.7 X 12.7 mm, with streamwise spacing and spanwise 
spacing between heat sources 3.18 mm. Thus the ratio of stream-
wise spacing to the heat source length was 0.25. The ratio of 
streamwise spacing to the heat source length is 1.0 in the present 
study, and is four times that in their study. The heat transfer 
coefficient increases with increasing streamwise spacing. The ef­
fects of streamwise spacing between heat sources on heat transfer 
were found by Garimella and Eibeck (1990) in an array of pro­
truding heat sources for water cooling, and also by Lehmann and 
Wirtz (1985) from an in-line rectangular rib for air-cooling. 

To compare with previous work, the correlation of the experi­
mental data obtained from an in-line 1 X 1 0 array of discrete heat 
sources, flush-mounted to protruding substrate by Heindel et al. 
(1992) using water and FC-77 as working fluid, is also shown in 
Fig. 4(d) for heater 10. It can be seen that the difference in the heat 
transfer coefficient between the fourth chip in the present study 
and heater 10 in the study of Heindel et al. (1992) is about 15 
percent. 

Effects of Channel Height. Three distinct regimes can also be 
identified for both channel heights of 7 mm and 10 mm, including 
laminar flow, transition region, and turbulent flow. The transition 
Reynolds number based on heat source length are different for the 
channel height 5 mm, 7 mm, 10 mm. The transition Reynolds 
number increases with channel height decreasing, but the Reynolds 
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Fig. 4 Nusselt numbers of each chip as a function of Peclet number for laminar forced convection 

number based on hydraulic diameter are similar, as shown in Table 
2. When ReD < 2400 the flow is laminar, and when ReD > 3400 
the flow is turbulent for three different channel heights. This result 
suggests that the Reynolds number based on hydraulic diameter 
may be more appropriately used to determine the existence of 
laminar or turbulent flow, rather than the Reynolds number based 
on heat source length, since the hydrodynamics correspond to that 
of internal flow. 

To show the effects of channel height on the heat transfer 
characteristics clearly, the modified Nusselt number of each chip 
for three different channel heights are shown together in Fig. 5. It 
can be seen that the data overlap at the same Re,, and the channel 
height has little effect on the heat transfer for flush-mounted heat 
sources in the test range of 0.5 < (H/L) < 1.0 when ReL > 
4300. The data are different between Re t of about 1700 and 4300, 
and it may be due to the fact that the flow characteristics are 
different. For example, fully turbulent flow exists for channel 
height 10 mm at Re t = 2800, but the flow is laminar for a channel 
height of 5 mm, so that the heat transfer coefficient at channel 
height 10 mm is slight higher than that at channel height 5 mm. 
Similar results on the effect of channel height for protruding heat 

sources on heat transfer have been obtained by Gersey and 
Mudawar (1993). 

The effects of channel height on heat transfer for flush-mounted 
heat sources have not been studied experimentally before, but have 
been studied numerically for a single flush-mounted heat source by 
Incropera et al. (1986). They found that the ratio of the channel 
height to the heat source length had little effect on heat transfer, 
and correlated the numerical results with the exponent of 0.11 for 
the (LIH) term. It is important to note, however, that the channel 
height H or hydraulic diameter D was used in the Reynolds 
number definition, and the heat transfer increased as the channel 
height decreased for a constant Rew or ReD. This trend was also 
observed by Lehman and Wirtz (1985) and Garimella and Eibeck 

c, 
Averag 

Table 1 Constants of Eq. (2) for laminar flow 

e Deviation (%) 

Chip 1 

3.187 
3.79 

Chip 2 

2.163 
4.89 

Chip 3 

1.731 
5.04 

Chip 4 

1.563 
4.61 
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Table 2 Transition Reynolds number for different channel heights 

Laminar flow Fully turbulent flow 

HIL 
Re, 
ReB 

0.5 
• 3000 
• 2400 

0.7 
• 2300 
• 2385 

1.0 
• 1700 
• 2267 

0.5 
• 4300 
• 3440 

0.7 
• 3050 
• 3163 

1.0 
• 2540 
• 3386 

(1990), where the Reynolds number was based on H, and by 
McEntire and Webb (1990), where the Reynolds number was 
based on D. 

The effects of the row number on the heat transfer for channel 
height 7 mm and 10 mm are similar to that of channel height 5 
mm. The heat transfer coefficients decrease as the chip number 
increases, and the fully developed condition is achieved after 
the third chip. The effects of heat flux on the heat transfer for 
these two channel heights are the same as those for channel 
height 5 mm. 

Correlations. There are several characteristic lengths such as 
heat source length, channel height, and hydraulic diameter, which 

can be used to correlate the heat transfer data for electronics 
cooling. The results from this study of channel height effects 
suggest that the heat source length should be used as the charac­
teristic length in the definitions of Nusselt and Reynolds numbers 
because thermal conditions are more representative of external 
flow for flush-mounted heat sources, although hydrodynamic con­
ditions correspond to those of internal flow. 

The systematic experimental data obtained in this study are used 
for development of a general empirical heat transfer correlation in 
the following form: 

Nu,, = C R e £ P r 0 3 8 ( / V l O C (3) 
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Fig. 5 Effect of channel height on heat transfer coefficient for each chip 
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Table 3 Constants of Eq. (3) for turbulent flow at different channel heights 

Average Deviation (%) Number of data 

Chip 1 
Chip 2 
Chip 3 
Chip 4 

C 

0.231 
0.189 
0.115 
0.126 

m 

0.649 
0.634 
0.668 
0.648 

H = 5 

4.67 
3.75 
4.08 
4.68 

H = 1 

2.56 
2.30 
2.44 
2.68 

H = 10 

4.64 
3.07 
3.15 
3.41 

H = 5 

40 
40 
40 
40 

H = 1 

26 
26 
26 
26 

H = 10 

24 
24 
24 
24 

where both the Nusselt number and the Reynolds number are 
based on heat source length and fluid properties are calculated at 
the inlet temperature. A value of 0.38 was used as the exponent of 
the Prandtl number as suggested by Incropera et al. (1986) since 
the exponent could not be correlated within the limited Prandtl 
number range of the study. The ratio of the viscosity evaluated at 
the inlet temperature to the viscosity evaluated at the wall temper­
ature is used to correlate the experimental data as suggested in the 
literature (Kays and Crawford, 1993) to account for the strong 
temperature dependence of viscosity. The values of C and m are 
obtained by the least-square fit and presented in Table 3 for 
turbulent flow and Table 4 for laminar flow including the transition 
region. The deviations between the experimental data and predic­
tion are less than five percent for turbulent flow and nine percent 
for laminar flow. The data of laminar flow for all channel heights 
are correlated well with the exponents of Reynolds number near 
the value of 0.33 which is used in the correlation of laminar flow 
in a duct. 

The experimental data and the correlations for the four in-line 
simulated chips are compared in Fig. 5 with the predictions of 
Incropera et al. (Eq. (13) in that paper). It should be noted that the 
hydraulic diameter D is used as the characteristic length for 
Reynolds number in their correlations. Here Re, is used instead of 
ReD to compare with the present data, and so the coefficient C in 
their correlations needs to be recalculated. In the figures, for the 
first row, the slopes of correlations are almost identical, but the 
present data are approximately 40 percent higher than their corre­
lation, and are about 100 percent higher than their correlation if 
Re« were used in the correlation. The difference between the 
present results and their results decreases as the row number 
increases, and is less than ten percent at the third and fourth rows. 
It is observed that the effect of the row number on heat transfer in 
the present studies is stronger than those obtained by Incropera et 
al. (1986). 

Comparison With Air-Cooling Studies. The liquid-cooling 
results of the present study are compared with several air-cooling 
studies in the literature as shown in Fig. 6 and Fig. 7 for laminar 
flow and turbulent flow, respectively. The correlations proposed in 
the literature cannot be used directly in the comparisons since the 
scale length used in the Reynolds number is different. The com­
parisons made here are based on the heat source length as the scale 
length. Experimental data from the present study in the compari­
sons are those that approximate the geometry, flow, and thermal 
conditions of the other studies as closely as possible. 

The Nusselt numbers in laminar forced-convection for the flush-
mounted heat sources from the present study are contrasted with 

that of McEntire and Webb in Fig. 6 for investigating scaling 
between air and water. For this purpose, the same form of Eq. (2) 
is used to modify the correlation from McEntire and Webb (Eq. (9) 
and Fig. 4 in that paper). Their geometry is very close to that in the 
present study, as indicated in Fig. 6. Peclet number scaling based 
on the heat source length provides good agreement between the 
present result and that of McEntire and Webb, with only about five 
percent deviation in the fourth heat source for laminar forced-
convection. Although only fully developed heat transfer coeffi­
cients in the fourth heat source are compared, the differences 
between present results and their data for the other three heat 
sources are less than 20 percent. 

For the turbulent flow, however, there is no database found 
for heat transfer coefficients of flush-mounted heat sources in 
air-cooling. The results of Lehmann and Wirtz (Eq. (23) in that 
paper) for similar geometry with lower protruding height are 
compared with the present results in turbulent forced-
convection as shown in Fig. 7. The heat transfer coefficient data 
of the first chip from present studies is chosen for comparison, 
because the fully developed flow and developing thermal con­
ditions in the first chip is very close to that of Lehmann and 
Wirtz. In their studies, 12 ribs were mounted on a rectangular 
channel, with only the 11th rib heated to ensure the fully 
developed flow and developing thermal conditions. It is found 
that the present results from flush-mounted heat sources agree 
well with the results from protruded heat sources with low 
protruding height of air-cooling when the exponent of 0.33 for 
the Prandtl number was chosen. It is suggested that the database 
from air-cooling of electronic elements can be used to predict 
direct liquid-cooling heat transfer performance in the similar 
geometry as lacking of experimental data for liquid-cooling. 

Conclusions 
The results of our experimental study imply the following 

conclusions. 

1 Upstream thermal boundary affects that of downstream, 
with the heat transfer coefficients decreasing as the chip number 
increases, but may reach a chip-number-independent, fully de­
veloped value by the fourth chip, as shown by the result that 
there is little change in values between the third and the fourth 
chips. 

2 There are three distinct heat transfer regions associated 
with the Reynolds number range of the experiments. The re­
gions include laminar, transition from laminar to turbulent, and 
turbulent. Although the transition Reynolds number based on 

Table 4 Constants of Eq. (3) for laminar flow at different channel heights 

Average Deviation (%) Number of data 

Chip 1 
Chip 2 
Chip 3 
Chip 4 

C 

1.920 
1.448 
0.987 
1.321 

m 

0.381 
0.365 
0.384 
0.336 

H = 5 

3.46 
4.46 
4.38 
4.21 

H = 7 

6.66 
7.10 
8.37 
3.99 

H = 10 

4.13 
4.11 
5.00 
4.45 

H = 5 

15 
15 
15 
15 

H = 1 

5 
5 
5 
5 

H = 10 

6 
6 
6 
6 
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the heat source length decreases as the channel height increases, 
the Reynolds number based on the hydraulic diameter is similar 
for all the channel heights. This result suggests that the Reyn­
olds number based on the hydraulic diameter should be used to 
determine the existence of laminar or turbulent flow rather than 
the Reynolds number based on heat source length, since the 
hydrodynamics correspond to internal channel flow. 

3 The channel height has little effect on the Nusselt number 
based on the heat source length. This suggests that the thermal 
conditions are more representative of external flow for the range 
of HIL from 0.5 to 1.0 in this study, and the heat source length 
used as the characteristic length in the definition of Nusselt and 
Reynolds numbers is better than other length scales, even 
though the hydrodynamic conditions correspond to those of 
internal flow. 

4 The heat transfer coefficients for all four chips fall along 
one-third of the theoretical slope of Pe t for laminar forced-
convection, and are found to be about proportional to Re°'65 for 
turbulent forced-convection. 

5 Results from the present study agree well with results 
from the literature for air-cooling of heat sources of similar 
geometry when Peclet numbers are used to correlate data in 
laminar flow and Nusselt numbers are normalized against the 
Prandtl number in turbulent flow. This suggests that data from 
air-cooling may be used to predict the heat transfer character­
istic of liquid-cooling for similar geometry if the Prandtl num­
ber scaling is considered. 
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Experimental and Numerical 
Studies of Heat Transfer 
From a Liquid Bath due 
to an Impinging Gas Jet 
There have been extensive heat transfer studies of impinging gas jets on solid surfaces, but 
few on impinging gas jets on a liquid bath. In this paper, air-jet-induced transport in a 
heated liquid bath is considered. Two different liquids having widely different Prandtl 
numbers (silicone oil and a molten metal alloy, Amalloy-203®) were used as bath liquids. 
Both numerical calculations and experimental measurements were carried out to char­
acterize the jet-induced flow and heat transfer in the liquid bath. The numerical model 
developed considers the interaction of the jet flow and the liquid bath circulation. The 
mixing and thermal behavior of the heated bath were determined as functions of the air-jet 
characteristics (inlet temperature, Reynolds number) and the bath liquid properties 
(liquid Prandtl number and a "bath Grashof number"). 

Introduction 

An impinging gas jet on a liquid surface is found in many 
industrial systems. In electric arc furnaces and in welding pro­
cesses, a highly energetic gas jet impinges on a liquid bath/pool. In 
many metal processing operations, a gas jet (top-blown) is used to 
carry out alloying and purification operations. A fundamental 
understanding of the interaction of a gas jet and a liquid bath can 
provide important insights into process behavior, resulting in im­
proved efficiency in such systems. Previous heat transfer studies of 
impinging gas jets were mainly focused on gas jet/solid surface 
interactions (Martin, 1977). A single gas jet or an array of such 
jets, impinging normally on a surface, have been used to achieve 
enhanced coefficients for convective cooling, heating, or drying. 
Huang and El-Genk (1994) have reviewed the past work in this 
area. Although most of the investigators considered flat surfaces, 
some investigators considered curved solid surfaces as well. 
Hrycak (1982), for example, studied the heat transfer of a gas jet 
impinging on a concave hemispherical plate. It was found that the 
total heat transfer from a concave surface is higher than that from 
a flat surface because of the larger surface area for the same 
diameter. There have been several experimental investigations of 
the fluid mechanics of gas-jet/liquid bath and liquid-jet/liquid bath 
interaction. For example, Maatsch (1962) and Banks and Chan-
drasekhara (1963) performed experiments with an air jet imping­
ing on a liquid bath and Cheslak et al. (1969) conducted measure­
ments of liquid surface deformation for a gas jet impinging on 
water and fast setting cement. Wakelin (1966) observed the inter­
actions between air and C02 jets on the surfaces of water and 
mercury. Olmstead and Raynor (1963) studied the depression of an 
infinite liquid surface by an incompressible liquid jet. In their 
study, a conformal mapping method and finite Hilbert transforms 
were used to formulate the problem as a nonlinear singular integral 
equation. The study was limited to small angle depressions in the 
liquid surface and a two-dimensional potential jet. Banks and 
Bhavamani (1965) studied the phenomenon of a liquid jet imping­
ing normally on the surface of a heavier immiscible liquid. In 
essence, the work was continuation of the earlier work (and Banks 
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and Chandrasekhara, 1963) which involved an air jet impinging on 
a water surface. An analytical model was presented which related 
the velocity of the jet in the neighborhood of the interface to the 
depth of cavity created by the jet. The effect of interfacial tension 
was taken into account. Specifically an oil jet impinging on water 
and a water jet impinging on carbon tetrachloride were studied. 
Cavity depths and cavity lip-heights were measured with a 
vertical-traverse telescope mounted close to the test basin. In a 
later study, gas phase mass transfer on top-blown liquid surfaces 
was reported by Dai and Warner (1992). Studies of gas phase mass 
transfer between top-blown gas jets and liquid surfaces in the 
non-splashing mode were carried out using room temperature 
processes: absorption of ammonia from an ammonia-air jet into 
hydrochloric acid solution and evaporation of water with a single 
and multiple air jet(s). The effects of jet dynamic conditions and 
geometric factors of the systems on the mass transfer were studied. 

The bath circulation and jet/bath interaction have also recently 
been studied both numerically and computationally for an air/ 
water model (Qian et al., 1996). The velocity fields in the gas and 
liquid regions were computed and the predicted deformed interface 
was compared with experimental measurements. The predicted 
deformed liquid surface profiles were also compared with the 
relation given by Cheslak et al. (1969). The heat transfer that 
occurs between an air jet and a silicone oil liquid bath was also 
reported recently (Qian et al, 1995). Good agreements between the 
measured and predicted temperature distributions in the liquid bath 
was demonstrated. Both the model predictions and the experimen­
tal measurements showed that the cooling effect increased with 
high jet flows. 

An air-jet-induced transport in a heated liquid bath is considered 
in the present paper. The overall objective of the research project 
was to provide fundamental understanding of the jet impingement 
flow and heat transfer induced in the heated liquid bath. Both 
computational and experimental studies were carried out to quan­
tify the interfacial transport and dynamics along with bulk flows in 
the liquid bath and the jet. Two different substances having widely 
different Prandtl numbers (silicone oil and a molten metal alloy, 
Amalloy-203®) were used as the bath liquid. The mixing and 
thermal behavior of the heated bath were determined as functions 
of the air jet characteristics (Reynolds number) and bath liquid 
properties (liquid Prandtl number and a bath Grashof number). The 
numerical calculations considered the jet flow as well as the shear 
and buoyancy-induced flows in the liquid bath. An iterative nu-
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Aluminum tanks 
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Fig. 1 Schematic of the experimental facility 

Table 1 Experimental parameters for air and the liquids 

(a) Air-jet characteristics 

Jet diameter 
Jet height 
Volumetric flow (at 25°C) 
Reynolds number (at 25°C) 

(b) Liquid properties at 1WC 

Silicone oil 

1.2 cm 
5.0 cm 
0.0-5.1 SCMH 
0-10,800 

Amalloy-203® 

Density 900 kg/m3 9850 kg/m' 
Viscosity 0.096 N s/m2 0.01 N s/m2 

Specific heat 1.47 kj/kg °C 0.15 kj/kg °C 
Thermal conductivity 0.155 W/m °C 16.2 W/m °C 
Coefficient of thermal expansion 0.23 X 10~VK 0.36 X 10~4/K 
Prandtl number 910 .093 

merical scheme was developed such that the deformed liquid 
surface was predicted simultaneously along with the jet flow field 
and the flow field in the liquid bath. The measurements were 
carried out for varying jet Reynolds numbers (0 < Re < 10,800) 
where the volumetric flow rate was varied (0-5.1 SCMH1). The 
nozzle diameter and the distance from the nozzle exit to the 
undisturbed liquid surface was held constant for all cases reported. 
For the temperature range considered in this study (heated bath), 
the Prandtl number range of the bath liquids ranged from 0.093 to 
910. For the heating conditions considered, the "bath Grashof 
number" (defined in a later section) ranged from 900 to 3000 for 
the silicone oil and 3 X 106 to 8 X 106 for the molten metal alloy. 

Experimental Set-up 
The experimental apparatus is shown in Fig. 1. An axisymmetric 

gas jet was considered along with a cylindrical liquid bath. The gas 
jet has sufficient momentum to indent the liquid surface. The 
induced flow in the liquid bath is driven by the shear stress along 
the interface. As in Dai and Warner (1992), only the nonsplashing 
mode was considered in the present study. The liquid was held in 
a thick-walled metallic (aluminum) cylindrical vessel. A band 
heater was used to heat the bath liquid. The bath (inner) diameter 
is 18.0 cm and the depth is 5.0 cm. The vessel was surrounded by 
ceramic insulation. The vessel and the insulation were placed 

Standard cubic meters per hour. 

inside another container which was also equipped with a band 
(guard) heater. To prevent heat transfer from the lip of the alumi­
num bath, a layer (1.0 cm thick) of ceramic insulation was placed 
along the rim of the vessel, flush with the inner wall (see Fig. 1). 
The thick aluminum wall of the vessel and the presence of the 
ceramic insulation and the outer vessel resulted in a nearly iso­
thermal boundary condition for the bath wall (for both the side and 
the bottom walls) with a maximum variation in temperature of ±5 
percent about the mean value. Thermocouples were used to deter­
mine the local and bulk temperature in the fluid as well as the wall 
temperatures. The air jet (at ambient temperature) impinges on the 
liquid bath. Heat transfer data were collected to characterize the 
process and determine the overall heat transfer coefficient Umr 

These measurements were then compared with the computational 
model (described in the next section) predictions. A summary of 
the gas jet and the bath liquid parameters is given in Table 1. 

Numerical Model 

A computational fluid dynamic model was developed for solv­
ing the gas-phase and liquid-phase flow and temperature fields 
along with the interface profile prediction. The following assump­
tions are made in the model: 

1 The gas jet and liquid bath are axisymmetric. 

Nomenclature 

A = exposed liquid surface area 
b(r) = top boundary function for the 

curved computational domain 
c, = liquid bath specific heat 

, - c , = geometric relations between co­
ordinate systems 

dj = diameter of the jet nozzle 
f(r) = bottom boundary function for 

the curved computational do­
main 
acceleration due to gravity 
Grashof number for the bath 
(Gr' = gP(Tw - T.)tf/vl) 

= heat transfer coefficient 
= undisturbed liquid bath depth 
= Jacobian of the inverse coordi­

nate transformation 
= bath liquid thermal conductivity 
= jet gas thermal conductivity 

Nu = interfacial Nusselt number 
(Nu = U„sdj/k,) 

Gr' = 

h(r) 

J 

k, 

q{r) = heat transfer per unit area 
Q = total heat transfer 
Pr = bath liquid Prandtl number 

(Pr = ti,cpJ/ki) 
R = radius of the vessel 
r = radial coordinate 

Re = jet Reynolds number, (Re = 
V,dj/v,) 

S = source term in the governing 
equation 

T = temperature 
Tb = average liquid bath temperature 
Tj = gas jet-exit temperature 
T, = gas-liquid interface temperature 
Tw = bath wall temperature 
7\o = ambient temperature 

u = radial component of velocity 
U = contravariant velocity in 

^-direction 
t/avg = overall heat transfer coefficient 

at the interface 

v = axial component of velocity 
V = contravariant velocity in 

T)-direction 
Vj = average jet velocity at nozzle 

exit 
z = vertical coordinate 

Greek Symbols 

£, TJ = axes of curvilinear coordinates 
T = generalized diffusion coefficient 
cj) = generalized dependent variable 

vs = gas kinematic viscosity 
v, = liquid kinematic viscosity 
Hi = liquid absolute viscosity 
J3 = coefficient of thermal expansion 

of liquid 
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Fig. 2 Schematic of the computational domain for the gas and liquid 
phases 

2 The deformation of the liquid surface is caused by the static 
pressure of the jet at the local liquid surface. 

3 The effects of surface tension and shear stress on the inter­
face shape are assumed negligible. 

4 An unbroken liquid surface (nonsplashing mode) is consid­
ered in this analysis. This assumption is valid for moderately high 
speed jets. 

The studies by Cheslak et al. (1969) and our past experiments 
(1996) confirm the validity of the above assumptions. The com­
putational domains for the gas and the liquid phases are shown in 
Fig. 2. Only one-half of the flow domain (see Fig. 1) needs to be 
considered for calculation purposes due to symmetry. The gas and 
liquid phases are divided initially by the undisturbed liquid surface 
"mn." The liquid surface is deformed by the impinging jet and the 
final liquid surface is shown by the line "he" in Fig. 2. 

The Navier-Stokes equations along with a low Reynolds number 
k-e turbulence model (Abe et al, 1994) and the energy equation 
are used to describe the turbulent impinging gas jet. The liquid-
phase flow is considered to be laminar and is also described by the 
Navier-Stokes equations. Both the gas jet and the liquid pool are 
treated as incompressible fluids. In the r-z coordinates, the steady-
state form of the governing differential equations for momentum, 
turbulent kinetic energy, and dissipation rate of turbulence can be 
cast into a general form as 

1 d dpvd) 1 J / dcp\ d I d<p\ 

r dr 

(1) 

where ip is a generalized dependent variable (representing w, radial 
velocity; v, axial velocity; T, temperature; k, turbulent kinetic 
energy; and e, dissipation rate of turbulence). In the above equa­
tion, T is a general diffusion coefficient and S is a source term 
corresponding to each dependent variable (Qian, 1996). For the 
liquid phase, the generalized variable <p only represents the u, v, 
and T variables. 

The turbulence model (Abe et al., 1994) uses the Kolmogorov 
velocity scale instead of the friction velocity to account for the 
near wall and low Reynolds number effects. The Kolmogorov 
velocity scale does not become zero either at the separating nor at 
the reattaching points in contrast to the friction velocity. Besides 
this major modification of the model functions, Abe et al. reeval­
uated the turbulence model constants in the transport equations for 
the turbulent energy and its dissipation rate for improvements in 
overall accuracy. In the present work, the turbulence model con­
stant values are the same as reported in Abe et al. 

The impingement of the gas jet causes the liquid surface to 
deform. A body-fitted nonorthogonal curvilinear coordinate sys­
tem was used to accommodate the curved interface in the solution 
domain (Karki and Patankar, 1989). The physical regions of in­
terest for the gas and the liquid phases are transformed into 

rectangular regions in (£, 17) coordinates. The transformation equa­
tions are introduced as 

or 

z-f(r) 

b(r)-f(r) 
(2) 

where b(r) is the top boundary function describing the geometry of 
the top boundary and f(r) is the bottom boundary function for a 
given computational domain. The bottom boundary function for 
the gas-phase domain is the top boundary function for the liquid-
phase domain, In the (£, T|) coordinates, the governing equation 
(for the generalized dependent variable <f>) may be rewritten as 

i a 

bi 
i d<j> 

l a 
+ 7a^ 

2dr,)_ 

J\C> 
8(j) d<j> 

dr) d£ 
+ S (3) 

where U = u(dzldf)) (contravariant velocity in the ^-direction) 

and V = v — u ?1 

(contravariant velocity in the 17-direction). 
The coefficients c{-c^ appearing in Eq. (3) are given as 

dz dz 
3£ dr)' c3 = 1 + 

dz_Y 

HI 
and 

dz 
J = — (Jacobian of the inverse coordinate transformation). 

The projections of the velocity vector along the grid lines are 
chosen as the dependent variables U and V. The discretized 
equations for these velocity components are obtained by an alge­
braic manipulation of the corresponding equations for cylindrical 
coordinate velocity components. Details of this method can be 
found in Karki and Patankar (1989) and Qian (1996). 

The gas and liquid-phase domains (as shown in Fig. 2) are 
coupled via continuity of pressure, velocity, shear stress, temper­
ature, and heat transfer along the gas/liquid interface (assuming no 
evaporation of the liquid phase due to gas-jet impingement). The 
conditions for the dependent variables in the above governing 
equations must be defined along the boundaries of the computa­
tional domain shown in Fig. 2 for both the gas and the liquid 
phases. The gas-phase domain is given by "h-e-d-c-b-a-h." The 
jet velocity profile is given as the l/7th power-law distribution 
along the boundary "ab." A constant temperature (Tj) boundary 
condition is applied along "ab." Along the far-field boundary 
"cd," zero radial gradients for all variables are specified. No-slip 
boundary conditions are specified along the boundary "de" as it is 
part of the liquid vessel. Zero heat flux boundary condition is used 
along "de." Along the open boundary "be," the gradient of the 
radial velocity is given as zero and zero axial velocity is specified. 
Constant temperature (T„) boundary condition is applied along 
"be." Symmetry boundary conditions are used along "ha" for the 
gas-phase domain. The liquid-phase domain is given by "h-e-f-
g-h." Zero velocities and specified temperature (T„) are specified 
along the wall of the vessel "efg" and zero heat and mass flux at 
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the axis of symmetry "ag." The interface boundary "he" is com­
mon to both the gas and the liquid phases. Specifying boundary 
conditions along the gas-liquid interface (along with the prediction 
of its shape) is challenging. A novel solution method was devel­
oped for specifying the boundary conditions at the interface along 
with the prediction of the deformed interface. The method allows 
the gas-phase and liquid-phase flow domains to be solved simul­
taneously. The iterative solution method developed can be sum­
marized as follows: 

(i) The gas-phase flow-field computation is initiated with a flat 
and motionless interface (line "mn"). 

(ii) The flat interface is assumed to be rigid and insulated. The 
pressure, temperature, and shear stress at the surface can then be 
calculated. 

(iii) The interface shape is then calculated by considering that 
the pressure at the (gas side) interface causes the indentation on the 
interface. 

(iv) A new grid is generated for the gas-phase and liquid-
phase flow domains. 

(v) The liquid-region flow field is then calculated with the new 
interface shape, the interfacial shear stress and temperature distri­
bution at the interface. This allows the determination of the ve­
locity and heat flux at the interface. 

(vi) The flow field of the gas jet region is then recalculated 
with updated interfacial heat flux, interface velocity, and shape. 
The pressure, temperature, and shear stress distributions at the 
interface are now recalculated. Wall boundary conditions (Abe et 
al., 1994) are used for k and 6 along the gas-liquid interface. 

(vii) This sequence of computational steps (i)-(vi) is contin­
ued until converged solutions are reached for both the gas and the 
liquid phases. 

The above governing equations along with the boundary con­
ditions were solved by a control-volume-based finite difference 
approach in the curvilinear coordinates. The procedure is based on 
the SIMPLE algorithm with the hybrid scheme. Nonuniform 
meshes were used for effectively capturing the steep gradients in 
the interface region. When the relative change in variables between 
consecutive iterations was less than 1(F3, the convergence was 
assumed to have been reached. The predictions reported here are 
nearly grid-independent based upon a grid-size variation (±50 
percent) study. Typical mesh size used was 80 X 50 (r X z) for 
both the gas-phase and the liquid-phase regions. The parameters of 
interest (maximum depression of the free surface, average temper­
ature of the liquid bath, etc.) predicted with the mesh used are 
within three percent of the grid-independent solutions. All com­
putations were performed on an IBM-RISC-6000 (Model 360) 
workstation. Typical computation time ranged from 600 to 800 
minutes for the combined gas and liquid-phase computations. 

The accuracy of the code was assessed by first obtaining pre­
dictions for a gas jet impinging upon a rigid surface. Huang and 
El-Genk (1994) measured heat transfer characteristics for a con­
stant wall heat-flux rigid plate subjected to an impinging gas jet. 
Predictions of the local Nusselt number as a function of the radial 
location (for Re = 6000 and H/dj = 6) agreed well with the 
measurements (Qian et al., 1995). Further validation of the com­
putational scheme for the prediction of the deformed free surface 
was obtained via the measurement of the deformed surface (Qian 
et al, 1996). Both photographic and probe (electroresistive) mea­
surements of the deformed gas-liquid interface were compared 
with the numerical predictions. The predicted profiles of the de­
formed interface were also compared with the relation suggested 
by Cheslak et al. (1966). 

Results and Discussion 
Both numerical computations and experimental measurements 

were done for the air jet/liquid bath interaction studies where 
silicone oil and a molten metal alloy were used as the bath liquid. 
The jet nozzle diameter and the distance between the jet nozzle and 

Radial distance 

(a) air side 

Radial distance (cm) 

(b) silicone oil side 

Fig. 3 Computed velocity fields in the air jet and the silicone oil bath, jet 
Re = 10,800, bath wall temperature = 127°C 

the undisturbed liquid layer (see Table 1(a)) were held fixed for all 
computations and measurements reported in this paper. The jet 
Reynolds number was varied between 0 and 10,800 for both bath 
fluids at different heat inputs (correspondingly at different bath 
wall temperatures), 

Computational Studies. For the computational studies, the 
jet-exit and the gas-phase ambient temperatures were both consid­
ered to be 25°C. The heated bath wall was considered to be 
isothermal. The dimensions of the liquid bath, jet nozzle diameter, 
etc., were identical to those in the experimental set-up described 
earlier. The interface shape and the temperature distribution along 
the interface were predicted along with flow and temperature fields 
in the gas-phase and the liquid-phase regions. Solutions were 
obtained for an air jet impinging on a bath partially filled with 
either silicone oil or a molten metal alloy. This aspect of the 
geometry was explicitly considered in the computational model. 

Figures 3 show the velocity fields in the silicone oil bath where 
the jet Reynolds number was 10,800 and the bath wall tempera­
tures was held at 127°C. Only one-half of the flow domain is 
shown in the figure due to symmetry. The flow field is driven by 
both shear and buoyancy forces. The gas jet impinges on the liquid 
surface, forms a depression and the shear stress along the interface 
generates the liquid circulation. Since the wall of the vessel has a 
higher temperature, buoyancy forces also drive the liquid up from 
the bottom and along the side wall. Thus two vortices are gener­
ated in the flow field. Figure 4 shows the jet-induced flow field in 
the molten metal bath for the same jet Reynolds number. The bath 
wall (both bottom and side) temperatures were held constant at 
123°C. The wall temperatures were based on a total heat input of 
100 W into the bath. For the silicone oil, the jet momentum causes 
a much more pronounced depression than for the molten metal 
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Radial distance (cm) 

(a) air side 

'I 

Radial distance (cm) 

(b) Amalloy-203® side 

Fig. 4 Computed velocity fields in the air jet and the Amalloy-203® bath, 
jet Re = 10,800, bath wall temperature = 123"C 

alloy. This is due to the large density difference between the two 
fluids. The shear driven vortex in the silicone oil case is larger than 
the corresponding vortex in the alloy case, suggesting that the 
displacement of the fluid perhaps contributes to the fluid motion. 
The density of the oil is about ten times lower and its viscosity 
approximately nine times greater in comparison to the alloy. The 
buoyancy-induced vortex (the one near the wide wall) is thinner 
and stronger for the silicone oil case than the molten metal alloy 
case due to the differences in thermal conductivities of the two 
liquids. The temperature gradients in the fluid and associated flow 
due to buoyancy contribute to the size of this vortex. 

Figures 5 and 6 show the temperature fields for the liquid bath 
for the flows illustrated earlier. Temperature gradients are caused 

by forced convection at the gas/liquid interface and the buoyant 
convection in the liquid due to the heated bottom and vertical 
walls. In our calculations, (see domain "h-e-f-g-h" in Fig. 2), 
isothermal boundary conditions have been applied for the walls 
"e-f-g." For computational ease, the adiabatic strip "ed" was 
assumed to be just above the liquid surface. Jet cooling is much 
more effective in the alloy as compared to the oil. This is due to the 
fact that the alloy thermal conductivity is approximately 100 times 
larger than that of the oil. Figures 3-6 also illustrate the effect of 
Prandtl number. The oil has a high Prandtl number, with higher 
viscosity while the alloy has a low Prandtl number with higher 
thermal diffusivity. 

Figure 7 shows the computed local heat transfer coefficients for 
both gas side and liquid side for the case described earlier in Figs. 
3 and 5. Here we define a local heat transfer coefficient at the gas 
side based on the difference between the jet and liquid surface 
temperature as follows: 

h,{r) = 
q{r) 

(4) 
[Tj - T,(r)] • 

The local heat transfer coefficient at the liquid side is defined as 

h,(r) 
q(r) 

[TM - T„] ' (5) 

The local heat flux q{r) along the interface was calculated from the 
local temperature gradients normal to the interface for the air and 
liquid sides. The maximum local heat transfer coefficients are at 
the stagnation point at the center (r = 0). The heat transfer 
coefficients decreased rapidly with distance from the center. The 
minimum heat transfer occurs where the two vortices (driven by 
the buoyancy force and the jet shear stress force) meet. The heat 
transfer coefficient on the liquid side is four to five times larger 
than that on the gas side. The increase in hs(r) beyond r — 0.07 
m is due to the combined effect of the buoyancy-induced vortex 
and the insulated wall which extends above the liquid level (see 
Fig. 1). The extension was considered in the gas-phase computa­
tional domain (see Fig. 2). 

Figure 8 shows the local heat transfer coefficients in both air and 
Amalloy-203® for the case described in Figs. 4 and 6. The max­
imum local heat transfer coefficients occur, as expected, at the 
stagnation point. The lowest heat transfer on the liquid side oc­
curred where the two vortices (driven by the buoyancy force and 
the jet shear stress force) meet. The heat transfer coefficient on the 
liquid side was four to six times larger than on the gas side. The 
variation of the heat transfer coefficients along the radial direction 
is similar to that shown in Fig. 7. 

The overall heat transfer coefficient f/av„ at the interface can be 

0.0- -

! 

Fig. 
wall 

5 Computed temperature contours in the silicone oil bath, jet Re = 10,800, bath 
temperature = 127°C 
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Fig. 6 Computed tempreature contours in the Amalloy-203® bath, jet Re = 10,800 

calculated by using both local heat transfer coefficients of the 
liquid side and gas side: 

^avg o 2 1 1 
- + 

•dr. 

h,(r) h,(r) 

•a 

• Silicone oil -side 
• Air-side 

.•«•« 

0.00 2.0 

Radial distance (cm) 

Fig. 7 Computed heat transfer coefficients for the air jet side and the 
silicone oil side; jet Re = 10,800, bath wall temperature = 127°C 
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Fig. 8 Computed heat transfer coefficients for the air-jet side and the 
Amalloy-203' side; jet Re = 10,800, bath wall temperature = 123°C 

The detailed derivation of Eq. (6) can be found in Qian (1996). The 
overall heat transfer coefficient (for the computed results shown on 
Fig. 6) is Um = 47 W/m2cC for the silicone oil case. For the 
molten alloy case (Fig. 7), U„e = 54.0 W/m2oC. The overall 

(6) interfacial heat transfer can be expressed as 

£/„, 
Q 

MT„ - T}) 
(7) 

where A is the exposed liquid surface area. It is noted that for the 
silicone case (Fig. 3), the free surface deformation is much 
larger—resulting in larger surface area. Previous studies (Cheslak 
et al., 1969) have shown that the deformed surface results in 
increased total heat transfer. 

Experimental Studies. As indicated in Table 1, geometric 
parameters, including bath diameter and depth as well as jet 
distance were held constant. The jet Reynolds number varied from 
0 (free convection only) to 10,800 and the adjustable heat input to 
the bath provided a range in bath wall temperatures. The thick-
walled aluminum bath provided isothermal wall temperatures for 
given heat inputs. 

Figures 9 and 10 compare measured and predicted values of 
liquid bath temperatures at a fixed radial distance in the silicone oil 
and metal alloy baths respectively. Note that the bulk temperature 
of the alloy is approximately 10 deg lower than the silicone oil for 
nearly identical experimental conditions. The thermocouple diam­
eter was about 0.8 mm and hence the local temperature in the 
boundary layer near the bottom surface could not be accurately 
measured. For the measurements at the free surface, the thermo­
couple was positioned just below the surface. The agreement 
between the numerical results and the experimental data shown in 
the figures is very good, particularly in the bulk of the fluid. The 
thermocouple system was calibrated and the uncertainty in tem­
perature was estimated as ±0.5°C at 100°C. The precision in depth 
measurement was ±0.5 mm. Experimental uncertainties were cal­
culated using the procedure outlined by Kline and McClintock 
(1953). 

Figure 11 illustrates the variation of the measured overall heat 
transfer coefficient, f/avg, with jet flow at different heat inputs. The 
maximum flow rate of 5.1 SCMH corresponds to the jet Reynolds 
number of 10,800. The experimental uncertainty in heat transfer 
coefficient varied from four to eight percent and the uncertainty in 
flow was 6-14 percent. At no jet flow, the circulation in the bath 
is entirely buoyancy induced and the heat transfer at the interface 
is due to free convection only. The heat transfer across the inter­
face (supplied heat along the bath wall) is dependent on the heat 
transfer coefficient, the temperature difference between the liquid 
surface and the jet (fixed at 25CC), and the area of the interface. 
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Fig. 9 Comparison of measured and computed temperature distribution 
in the silicone oil bath at a radial distance = 2.7 cm, Re = 10,800, bath 
wall temperature = 127C (heat input = 100 W) 

The variation of the area of the interface and the temperature 
difference between the liquid surface and the jet ambient is highly 
nonlinear with jet velocity. This explains the crossover of the 100 
W curve and the 50 W curve for jet flow higher than 3.5 SCMH in 
Fig. 11. 

The mixed free and forced convection at lower Reynolds num­
bers combine to increase the heat transfer coefficient significantly. 
At higher jet flows (for a given heat input), the heat transfer 
coefficient approached a relatively constant maximum value. The 
higher values of U„e at 50 W input in the high flow region is 
perhaps due to the reduced relative significance of free convection 
at low wattage. It is also shown in Fig. 11 that £/avg = 44 W/m2°C 
at jet flow value of 5.1 SCMH (Re = 10,800) for the case where 
the total heat input is 100 W. This is very close to the calculated 
value of 47 W/m2cC reported earlier. Figure 12 illustrates the 
variation of the measured overall heat transfer coefficient C/avg with 
jet flow for different heat inputs for the air jet/molten alloy cases. 
The heat transfer coefficient increased as the jet flow was in­
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Fig. 10 Comparison of measured and computed temperature distribu­
tion in the Amalloy-203" bath at a radial distance = 2.7 m, Re = 10,800 
bath wall temperature = 123°C (heat input = 100 W) 
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Fig. 11 Measured overall heat transfer coefficient ((/avg) as functions of 
gas flow rate and input heat for alr-jet/sllicone oil bath 

creased. The rate of increase, however, was greater at the low flow 
range than at the higher flow range. The figure also shows that t/avg 

= 51 W/m2oC at flow rate of 5.1 SCMH (Re = 10,800) for a total 
heat input of 100 W. This is again very close to the calculated 
value of 54 W/m2oC reported earlier. 

Correlation for Overall Interfacial Heat Transfer Coefficient. 
The experimental data were used to develop a correlation predict­
ing the heat transfer between an impinging gas jet and a liquid bath 
for the range of parameters considered in this investigation. The 
parameters considered for the correlation are the jet Reynolds 
number, the liquid Prandtl number, a "bath Grashof number," and 
the interfacial Nusselt number where the bath Grashof number and 
the interfacial Nusselt number are defined as follows: 

Gr' = 
gP(Tb • »)H] 

Nu = 
*-* avo™- i 

k, 

For the present interfacial (gas/liquid) heat transfer problem, Nu = 
/ (Re, Gr', Pr). The parameters effectively capture the coupled 
nature of the heat transfer process at the interface due to a gas jet 
impingement at the liquid bath at moderately high Re. It is also 

u 

A 100 Watts 
• 150 Watts 
• 200 Watts 

Jet flow (SCMH) 

Fig. 12 Measured overall heat transfer coefficient (Uavtl) as functions of 
gas flow rate and input heat for air jet/molten alloy bath 

Journal of Heat Transfer MAY 1999, Vol. 121 / 339 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nu (correlation) 

Fig. 13 Parity plot showing degree of correlation of experimental data; 
0 < Re < 2700 

noted that for the present studies, the ambient and jet exit temper­
atures were the same for all cases studied. 

Using standard curve fitting techniques, an empirical correlation 
was found as follows: 

0.178 (4.85 + Re001) Gr'a2Pr016 0 < Re < 2750 
N u - 0.025 (16.7 + ReM) Gr'02Pr016 

2750 < Re < 10,800. 

The above correlation uses three independent parameters (Re, Gr', 
Pr) to correlate 12 data points distributed by two Re, two Pr, and 
several heating levels (Gr'). Despite the paucity of the data points, 
the correlation clearly indicate the roles of the jet Re, the Gr', and 
the liquid Pr in determining heat transfer from the liquid bath due 
to gas jet impingement. Figures 13 and 14 are parity plots showing 
the degree of correlation of data. Figure 13 is for Re between 0 and 

Nu (correlation) 

Fig. 14 Parity plot showing degree of correlation of experimental data; 
2750 < Re < 10,800 

2750 and Fig. 13 is for Re between 2750 and 10,800. Experimental 
uncertainty in the measured and correlated Nusselt numbers were 
six to nine percent. The figures show that the correlation represents 
90 percent of the experimental data within ±10 percent of the 
measured values. Thus the empirical correlation is a reasonably 
good fit of the data. 

Conclusions 
The heat transfer results for cooling two different kinds of liquid 

baths (silicone oil and liquid Amalloy-203®) using air jets have 
been reported. The bath geometry and jet distance have been held 
constant with the jet flow and bath wall temperature varying over 
given ranges. The computational model indicated that bath heat 
transfer was a result of both forced convection from the jet and 
natural convection caused by the buoyancy force. For air/silicone 
oil or air/liquid Amalloy-203® system, it is seen that the heat 
transfer coefficient on the liquid side was several times larger than 
on the air-jet side. Therefore the air side heat transfer is the rate 
controlling parameter in this system. Fluid properties have a sub­
stantial effect on the velocity and temperature distributions in the 
bath. There was good agreement between the numerical model and 
the experiments. An empirical correlation was developed for pre­
dicting heat transfer due to an gas jet impinging on a liquid bath. 
It represents the interaction between forced and free convection for 
the current range of experiments and can perhaps be extended to 
describe heat transfer in other jet cooling problems. 
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Local and Instantaneous Heat 
Transfer Characteristics of 
Arrays of Pulsating Jets 
Recent investigations have revealed that pulsations in an incident jet flow can be an 
effective technique for modifying convective heat transfer characteristics. While these 
studies focused on single impinging jets, industrial applications of impinging jets usually 
involve arrays of jets. To explore the effects of flow pulsations on the heat transfer 
performance of jet arrays, an experimental investigation has been performed of instan­
taneous and time-averaged convective heat transfer to a square, in-line array of circular 
air jets within an unit cell of the array. Hot-film anemometry was used to document the 
jet flow field. Instantaneous and time-averaged convective heat transfer rates were 
measured using a heat flux microsensor. An ensemble averaging technique was used to 
separate the pulsating component of flow velocity and heat transfer from the turbulent 
components and thereby assess'the effect of flow pulsation on turbulence intensity and 
heat transfer. For the ranges of parameters considered, results indicate convective heat 
transfer distributions become more uniform in response to pulsations but heat transfer is 
not enhanced. Improved uniformity can be a useful aspect in many jet applications. 

Introduction 
Impinging jets are often formed into arrays in efforts to dupli­

cate the effect of a single jet over large surface areas. A concern in 
these applications is the uniformity of heat or mass transfer rates 
on the impingement surface in order to avoid hot or cold spots or 
regions where moisture is not effectively removed. Because con­
vective heat and mass transfer distributions of impinging jets are 
inherently nonuniform, designers must add additional jet rows or 
increase fluid expenditures to ensure that cooling, heating, or 
drying is adequate. Research with single air or unsubmerged water 
jets has demonstrated that convective heat transfer distributions 
can be enhanced and also be made markedly more uniform by 
pulsating the incident jet flow (Sheriff and Zumbrunnen, 1994; 
Mladin and Zumbrunnen, 1997). Improved uniformity resulted 
from reductions in time-averaged heat transfer coefficients within 
the stagnation region due to thickening thermal boundary layers on 
average in response to time-varying incident flow velocities. En­
hancements occurred downstream due to early transition and the 
influence of coherent flow structures formed as a result of pulsa­
tions. These results provided motivation for the present work 
where the effect of flow pulsations on heat transfer to an array of 
air jets is assessed experimentally. 

Insights into mechanisms that can alter heat or mass transfer within 
the stagnation region of impinging jets can be gained from other flows 
where stagnation regions are formed. Enhancement of stagnation 
region convective heat transfer due to free stream turbulence was 
studied by Hargrave et al. (1985) for a hemispherical end of a 
cylindrical body of revolution. Visualization revealed a repeated se­
quence of vortex formation, growth, and disintegration in the vicinity 
of the stagnation point. A phenomenological model ascribing en­
hanced convective heat transfer to the random penetration of free 
stream vortices into the laminar boundary layer was found to repre­
sent well experimental results for free-stream turbulence intensities 
less than 15 percent and Reynolds numbers based on the diameter of 
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the hemisphere between about 5900 and 10,500. Van Fossen and 
Simoneau (1987) studied heat transfer from the stagnation region of a 
cylinder in a cross flow to determine the effect of free-stream turbu­
lence. Simultaneous smoke-wire flow visualization and heat transfer 
measurements using liquid crystals were performed for turbulence 
generated using an array of parallel wires oriented perpendicular to 
the cylinder axis. Pairs of counterrotating vortices formed near the 
stagnation region on the cylinder but were well outside the theoretical 
laminar boundary layer. Heat transfer was found to be maximum 
where the induced velocity due to the vortex pairs was directed 
toward the cylinder. 

Vortical structures in single air jets impinging on a flat plate and 
developed in a contoured circular nozzle have been observed beyond 
the hydrodynamic boundary layer using smoke-wire flow visualiza­
tion (Popiel and Trass, 1991). Reynolds numbers, based on the diam­
eter of the nozzle opening, were 5000, 10,000 and 20,000. The 
impingement of the vortical structures induced small, secondary vor­
tices near the surface. Similar secondary vortical structures were also 
observed by Fox et al. (1993). They pointed out that the secondary 
vortices were formed due to boundary layer separation resulting from 
unsteady adverse pressure gradients induced by the impinging pri­
mary vortices. Secondary vortices were not formed for nozzle-to-
impingement surface spacings greater than six nozzle diameters. Be­
cause of their direct association with the boundary layer, convective 
heat or mass transfer rates to jets likely depend appreciably on the 
characteristics of incident vortices developed due to shear layer in­
stabilities within the jet itself. It is noteworthy here that flow pulsa­
tions may promote and influence the formation of these flow struc­
tures (Glezer, 1988; Hura et al, 1994). In film cooling of gas turbine 
blades, blade motion relative to fixed nozzles leads to static pressure 
fluctuations and unsteadiness in flows through injection holes (Ligrani 
et al., 1997). The unsteadiness has been found in low-pulsation 
frequency experiments to spread injected fluid over larger regions and 
redistribute Reynolds stresses. 

While fine-scale turbulence generated using wire grids is known 
to enhance stagnation region heat transfer in jet flows (Hoogen-
doorn, 1977), Kataoka et al. (1987) concluded that large-scale 
coherent flow structures may also result in an enhancement of the 
stagnation region heat transfer due to surface renewal effects. 
Surface renewal occurs due to the intrusion of the flow structures 
into the thermal boundary layer. It was pointed out that heat 
transfer enhancement due to surface renewal effects does not 
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require that the boundary layer be turbulent. Kataoka et al. (1988) 
investigated impingement heat transfer to a circular air jet (d = 40 
mm) with and without controlled acoustic excitation. A modified 
form of the conditional sampling technique used by Kataoka et al. 
(1987) was used to show that impinging large-scale flow structures 
were responsible for the heat transfer enhancements in both cases. 

Several studies of nonimpinging jets have investigated the in­
fluence of flow pulsations on the formation of large-scale vortical 
structures. Curtet and Girard (1973) introduced flow pulsations in 
the mean jet velocity of an axisymmetric air jet exiting into a 
stagnant surrounding fluid. Most photographs pertained to a Reyn­
olds number of 8050 and a Strouhal number of 0.107, both based 
on the nozzle diameter and the mean exit velocity. The pulsation 
amplitude, defined as the ratio of the root mean square of the 
fluctuating component of the flow velocity to the mean flow 
velocity, was 54 percent. It was observed that flow pulsations 
resulted in the cyclic generation of vortex rings at the nozzle exit, 
thus producing a sharp expansion of the jet very near the nozzle 
exit in comparison to its steady counterpart. Farrington and 
Claunch (1994) investigated a pulsating planar jet of air exiting 
into a stagnant environment. Smoke-wire visualization of the flow 
indicated large, symmetrical pairs of vortices formed near the 
nozzle exit for pulsating conditions but not for steady conditions. 
Hussain and Zaman (1981) investigated steady and pulsating cir­
cular air jets. It was suggested that flow pulsations organized the 
formation of the vortical structures which in a natural jet were 
temporally and spatially dispersed. 

Although no prior information about the flow fields in arrays of 
pulsating jets is available, studies with single, nonimpinging pul­
sating jets have concluded that pulsation increases entrainment and 
turbulence intensity. Binder and Favre-Marinet (1973) observed 
that the steady jet potential core length of about five to six nozzle 
diameters in a single nonimpinging jet was reduced to about one 
nozzle diameter by large-amplitude pulsations. They also observed 
that the rate of decrease in the centerline axial velocity increased 
with increasing Strouhal number up to a certain value, beyond 
which it remained independent of Strouhal number. The rate of 
decrease was also found to be larger at higher pulsation magni­
tudes. Higher turbulence intensities in pulsating, nonimpinging 
single jets have been reported by Seno et al. (1987) and Kataoka 
et al. (1988). Bremhorst (1979) observed for single jets that the 
highest entrainments were reported for jets with the largest pulsa­

tion magnitudes and at frequencies of pulsation significantly below 
the natural frequencies of jets (Sd = 0.3), as in the present 
investigation. If the increased turbulence intensities that have been 
measured in single, nonimpinging jets are found to also pertain to 
arrays of pulsating jet flows, transport rates might be enhanced. 

In addition to promoting the formation of flow structures which 
upon impingement can affect the boundary layer, flow pulsations 
also can directly influence the boundary layer due to nonlinear 
dynamical effects related to momentum and energy transport. 
Because the transient equations governing the boundary layer 
thicknesses are highly nonlinear (Mladin and Zumbrunnen, 1994, 
1995; Sheriff and Zumbrunnen, 1994), sinusoidal pulsations lead 
to nonsinusoidal responses in boundary layer thicknesses such that 
the average boundary layer thicknesses increase and Nusselt num­
bers decrease. On/off jet flows have also been shown to instill 
periodic boundary layer renewal. In this case, boundary layer 
thicknesses repetitively approach a value corresponding to the 
recently established steady jet flow. Prior to attaining the steady 
values, resistance to heat transfer is reduced. Above a threshold 
frequency, the time-averaged boundary layer thicknesses on the 
impingement surface can be maintained thinner than those for 
steady jets, resulting in enhanced heat transfer when averaged over 
time (Zumbrunnen and Aziz, 1993). 

The studies above have demonstrated the importance of flow 
structures, boundary layer dynamics, and pulsations to heat trans­
fer to single jets. There appears to have been no prior investigation 
of the effect of flow pulsations in the context of jet arrays. As 
described earlier, jets are often configured as arrays and the results 
for single jets may not be directly applicable. When the flow is 
pulsating, for example, the situation is more complex on account 
of the potential dynamic interaction of the effluents from neigh­
boring jets. In order to assess the influence of pulsations, convec-
tive heat transfer to an array of pulsating, circular jets was studied 
over a range of jet Reynolds numbers, pulsation frequencies, 
pulsation amplitudes, and array-to-impingement surface distances. 
Orifices were used to generate the jets since these are most com­
monly used in industrial applications. 

Experimental Apparatus and Procedures 

Overview. A schematic diagram of the experimental appara­
tus is shown in Fig. 1. Dehumidified air from a compressor was 

Nomenclature 

A = local flow pulsation magnitude 
(Eq. (4)) 

AN = flow pulsation magnitude at the 
orifice exit 

C = steady-state free-stream velocity 
gradient, 1/s 

d = diameter of a circular orifice or 
nozzle opening, m 

/ = pulsation frequency, Hz 
/*= dimensionless frequency = fIC 
h = convective heat transfer coeffi­

cient, W/m2K 
H = spacing between the orifice plate 

and the impingement plate, m 
kf = thermal conductivity of fluid, 

W/mK 
11,2,3 = distances between the center and 

the edge of a unit cell along axes 
1, 2, and 3 (Fig. 2), m 

n = number of data points in each 
flow pulsation cycle 

N = number of pulsation cycles used 
in ensemble-averaging of data 

Nurf = Nusselt number = hdlkf 

PSD Hz power spectral density, m2/s2 

or 1/Hz 
Red = Reynolds number evaluated at 

film temperature = uNdlv 
S = center-to-center orifice spacing 

(Fig. 2), m 
Sj = Strouhal number = fd/uN 

t — time, s 
tp = time period for flow pulsation, s 
Tf — film temperature = (Ts + T„)/2, 

K 
Ts = impingement surface temperature, 

K 
Tw = adiabatic wall temperature, K 
Tu = longitudinal turbulence intensity 

(Eq. (1)) 
u = longitudinal component of flow 

velocity, m/s 
ut — longitudinal component of fluctu­

ating flow velocity, m/s 
uN = mean centerline axial velocity at 

one orifice diameter downstream 
of orifice exit, m/s 

up = pulsating component of centerline 
axial velocity, m/s 

u' = turbulent component of flow ve­
locity in axial direction, m/s 

Um = relative uncertainty in Nusselt 
number 

U„ = relative uncertainty in jet velocity 
JC1I2,3 = distances along coordinate axes 

within the unit cell (Fig. 2), m 
z = axial distance from the jet dis­

charge point on the orifice plate, 
m 

e = mean-to-peak pulsation amplitude 
(Eq. (5)) 

eN = mean-to-peak pulsation amplitude 
at the orifice exit 

v = kinematic viscosity, m2/s 

Subscripts 

N = pertaining to one orifice diameter 
downstream of orifice exit 

avg = component obtained from time-
averaging a time series 
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Fig. 1 Schematic diagram of the experimental apparatus 

filtered, regulated, and divided into two parts. While one part of the 
flow proceeded without any modification providing a constant 
mean flow, the other part passed through a rotating ball valve 
arrangement to produce a nearly sinusoidal variation in the flow 
velocity. Farther downstream, the mean flow component and the 
sinusoidal flow component were combined. The resulting pulsating 
flow was fed into a plenum chamber. The flow left the plenum 
chamber through a multiple hole orifice plate and impinged onto 
an instrumented test plate containing a heat flux microsensor for 
good spatial and temporal resolution. Experiments were performed 
for 2500 < Re„ < 10000, 2 < Hid < 6, 0 Hz < / < 65 Hz, 
0 < Sd < 0.028, and 0 percent < AN < 60 percent. 

Flow System and Measurements. Flow entered the plenum 
chamber through two hose fittings. In the plenum chamber, the 
flow proceeded through a laminarizing flow element to the orifice 
plate. The flow element was comprised of a block of stainless steel 
honeycomb with 0.79 mm hexagonal cells and was 31 mm in 
length. The plenum chamber and the orifice plate were constructed 
from 12.7-mm thick lexan plastic plates and were held together 
with screws. The orifice plate, which is shown in Fig. 2, contained 
a square array of nine sharp-edged orifices. In addition, four 
spent-air holes were located at the corners of the unit cell for the 
central orifice and were equidistant from the adjacent orifice holes. 
The orifice-to-orifice spacing S was six orifice diameters and the 
orifice diameter d was 6 mm. The sharp-edged orifices were 
formed within longer concentric cylinders of twice the diameter of 
each orifice hole. Since the jets were produced with sharp-edged 
orifices, no appreciable vorticity due to boundary layer develop­
ment occurred along an internal orifice wall. The temperature of 
the air at the orifice inlet was measured using an ANSI Type T 
thermocouple. This temperature was found by measurement to be 
within 0.1 °C of the temperature of the discharged air. 

The shaft of the rotating ball valve (Fig. 1) was connected using 
a flexible coupling to the shaft of a variable speed direct current 
motor, which provided the rotating torque. To generate a pulsating 
jet, the throttle valves were partially opened and the ball valve was 
rotated by setting the frequency of rotation on the speed controller 
of the motor. The speed controller maintained the motor speed to 
within two percent of the set speed which was calibrated with a 
digital strobe light. The maximum speed of the motor was 2500 
revolutions per minute. This corresponded to a maximum pulsation 

frequency of 83.3 Hz where each rotation resulted in two pulsa­
tions. To separate the pulsating component of velocity from the 
turbulent component, a shaft position encoder was designed and 
built to provide phase information (Fig. 1). The position encoder 
consisted of a disk with two radial slots, mounted on the shaft of 
the rotating ball valve. When the ball valve was rotated, the slots 
passed at regular intervals between a light emitting diode and a 
photoelectric sensor located opposite it. In this manner, an electric 
signal was generated such that heat transfer and flow measure­
ments could be associated during the pulsation cycle. 

The flow field of the jet array was characterized using a TSI (St. 
Paul, Minnesota) IFA-100 anemometer and a single-axis hot-film 
probe (TSI Model 1240-20). The related probe support was at­
tached to a traversing mechanism with three degrees-of-freedom 
which allowed positioning of the probe in a plane parallel to the 
plane of the orifice plate and at specified vertical separation dis­
tances. The horizontal traverses had a positioning accuracy of 0.03 
mm. The vertical positioning accuracy was 0.15 mm. 

Data were acquired using a multichannel high-speed data ac­
quisition board which will be discussed in further detail below. All 
flow measurements were performed with the test plate in place. For 
steady flow, the mean flow information was extracted by time-
averaging the data and the turbulence intensity Tu was obtained 
from Eq. (1), where m is the number of data points in the data set. 

TU = — J - 2 U'2J- (1) 
7=1 

For the pulsating jet flow, the instantaneous flow velocity u(t) 
was comprised of a mean flow velocity waVE, a time-varying com­
ponent up due to pulsation, and a time-varying component u' due 
to turbulent fluctuations. 

u(t) = M + U„ (2) 

As in the steady jet, the mean component of flow velocity was 
obtained by time-averaging the flow data. To obtain u,„ the 
method of ensemble averaging was employed (Evans, 1975). In 
this method, the anemometer signal was divided into cycles using 
information from the shaft position encoder. For N pulsation 
cycles, the ensemble average at an instant of time t, from the 
beginning of a cycle was calculated with Eq. (3), where ut(t,) was 
the velocity reading in the /cth cycle at time f,. 

"(';) = lim TT 2J
 ut(h N (3) 

.11 U i 1 2 - l d 
Section A-A 

Fig. 2 Details of orifice plate and unit cell within jet array 
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Ensemble averages were performed for a minimum of 200 flow 
cycles and 160 readings per cycle. Under these sampling condi­
tions, calculated turbulence intensities and pulsation magnitudes 
changed by less than one percent in comparison to their values 
when larger numbers of cycles or readings were used. Because 
pulsations were mechanically generated (Fig. 1), cycle-to-cycle 
variations were not discernible and ensemble averaging provided 
an effective basis for flow characterization. 

The pulsation magnitude was defined as the square root of the 
mean of the squares of the ensemble-averaged pulsating compo­
nent of flow velocity, 

A = ^ | > , - " . v g ) 2 . (4) 

The local root-mean-square value of the pulsating component of 
flow velocity was normalized by the mean velocity at a distance of 
one diameter downstream of the nozzle exit which was well within 
the jet potential core. The local mean velocity «avg was obtained by 
time-averaging the jet velocity data. For a sinusoidal waveform, 
the root-mean-square pulsation amplitude is related to the mean-
to-peak pulsation amplitude by Eq. (5). 

e = ,/2A (5) 

With the mean and the pulsation velocity components known, the 
turbulence component of velocity was determined using Eq. (2) 
and the turbulence intensity was calculated from Eq. (1). 

Heat Transfer Measurements and Uncertainty. The test 
cell was composed essentially of a heated rectangular test plate 
with instrumentation to measure convective heat transfer at its 
surface. The test plate consisted of two separate aluminum sections 
(see inset to Fig. 1) with 25.4-mm diameter semicircular slots 
designed to accommodate the 25.4-mm diameter substrate of the 
heat flux microsensor. The two sections were tightly pressed 
against the substrate using screws. The test plate had overall 
dimensions of 216 mm by 127 mm. Both the aluminum sections 
and the aluminum nitride substrate plate were 6.35 mm thick. The 
test plate was firmly mounted on a thin (0.084-mm) metallic 
electrical foil heater which rested on an electrically insulative 
substrate plate made of phenolic, a composite material which has 
low thermal conductivity (0.54 W/m-K). A thin dielectric coating 
of kapton was applied to the test plate to electrically insulate it 
from the foil. The heating foil was attached to bus bars that were 
connected using welding cables to a 10-volt d.c. power supply. The 
test cell was mounted on a linear traversing mechanism with a lead 
screw pitch of 0.635 mm to obtain the vertical separation between 
the test plate and the orifice plate. To provide accurate and auto­
mated positioning, the lead screw was coupled to a digitally 
controlled stepper motor (200 steps per revolution) that was con­
trolled via the personal computer used for data acquisition pur­
poses. 

The local heat transfer rate from the test plate was measured 
using a heat flux microsensor (Model HFM-1A-AIN-B, Vatell 
Corporation, Christiansburg, VA) located at the center of the test 
plate. The sensing element, which was less than two microns thick, 
was deposited on a 25.4-mm diameter electrically insulative sub­
strate of aluminum nitride inserted at the center of the aluminum 
test plate. The test plate material was selected to closely match the 
thermal properties of the substrate. The sensing element consisted 
of a layer of thermal resistance and multiple thermocouple layers 
which were vapor deposited on either side to form a differential 
thermopile. The thermocouples were made from nickel and 
nichrome and the thermal resistance was a l-;xm thick layer of 
silicon monoxide. A platinum resistance sensor was vapor depos­
ited adjacent to the thermopile to measure the surface temperature. 
The combined sensing elements had overall dimensions of 2.29 
mm by 1.78 mm. This was smaller than the orifice diameter of 6 

mm and orifice spacing of 36 mm (Fig. 2), thus allowing local heat 
transfer measurements within the jet array. 

The heat flux microsensor provided a voltage proportional to the 
heat flux (Terrell et al, 1992). The calibration constant over the 
temperature range 20°C-180°C was provided by the sensor man­
ufacturer to specified accuracies for heat flux of ±7.3 percent and 
for temperature of ±5.0 percent. The heat flux calibration range 
was from 0.187 W/cm2 to 9 W/cm2. Holmberg and Diller (1994) 
calculated the dynamic sensitivity of a similar heat flux sensor 
when it was subjected to a step change in heat flux. A one-
dimensional semi-infinite conduction model of the heat transfer in 
the sensor substrate was developed based on the substrate proper­
ties to convert measured surface heat flux to surface temperature. 
The sensitivity was evaluated numerically by minimizing the sum 
of the errors between the measured surface temperature and the 
temperature calculated from the measured heat flux. Excellent 
agreement was obtained between the calculated sensitivities and 
the manufacturer specified static sensitivities from exposing the 
sensor to a known heat source. In the present investigation, the 
sensor temperature was maintained between 45°C and 70°C and 
the heat flux ranged from about 0.2 W/cm2 to about 1.0 W/cm2. 
Pulsation frequencies (10-65 Hz) were well below the rated 
frequency response of the sensor (100 kHz). The surface temper­
atures along the test plate exhibited less than four percent temporal 
and spatial variations due to the high thermal conductivity of the 
aluminum nitride substrate and the aluminum test plate. The ther­
mal boundary condition of the experiment was therefore nearly 
that of a uniform and constant surface temperature. 

A multichannel data acquisition board with a maximum sam­
pling rate of 100 kHz was interfaced with a personal computer and 
was used in a multiplexing arrangement to record jet velocity, heat 
flux, incident jet temperature, surface temperature, and the shaft 
encoder signal. Selected sampling rates of 6.4 kHz to 14 kHz per 
channel were based upon the desired physical mechanisms to be 
captured. For example, the sampling rates were sufficiently high to 
capture the voltage spike from the shaft encoder and provide 
detailed flow measurements which could be associated with heat 
transfer. The minimum sampling rate provided 160 readings per 
channel for each pulsation cycle and a Nyquist frequency of at 
least 3.2 kHz. 

To perform heat transfer measurements, the microsensor was 
located at a position of interest relative to the central orifice along 
axes xi, x2, or x3 in Fig. 2. The axis x2 formed an angle of 22.5 deg 
with the axes xi and x3. The Reynolds number Re,, was referenced 
to the orifice diameter and the centerline axial velocity at one 
orifice diameter downstream of the orifice exit within the potential 
core of the jet. Flow-field measurements were first recorded and 
the hot-film sensor was withdrawn to avoid flow distortions down­
stream that might affect heat transfer on the test plate. All prop­
erties were evaluated at the local film temperature. 

The convective heat transfer coefficient was calculated based on 
Newton's law of cooling where the adiabatic wall temperature was 
used as the reference temperature. The adiabatic wall temperature 
was measured using the surface temperature sensor after a required 
flow had been established, but with the heater off. This procedure 
has been shown to effectively account for entrainment effects 
where the surrounding fluid and incident jet temperatures in gen­
eral may differ (Bouchez and Goldstein, 1975). The heat transfer 
coefficient was corrected for any contribution from radiative heat 
transfer by considering the test surface as a gray, diffuse body 
emitting to black surroundings at ambient temperature. The steady-
state time-averaged Nusselt numbers at the stagnation point were 
about 13 percent higher than the results for a single impinging jet 
given by Gardon and Akflrat (1965) for a nozzle-to-impingement 
plate distance of two orifice diameters. In their study, the orifice 
diameter was 6.35 mm in comparison to six mm in the present 
study. For 2500 < Red < 5000, the steady jet Nusselt numbers at 
the stagnation point for Hid = 2 such that the potential jet core 
was incident on the test plate were less than 15 percent higher than 
those given by a theoretical expression for a single, laminar cir-
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cular jet (Hoogendoorn, 1977). These differences are representa­
tive of previously reported variations in heat transfer measure­
ments by different investigators for similar flow conditions. 

The precision limit for the evaluation of local Nusselt number 
was found to be two percent based on the differences in results for 
measurements repeated under flow, thermal, and geometric condi­
tions that were identical to within measurement readings. Exper­
imental uncertainties in reported values at a 95 percent confidence 
level were determined by combining individual uncertainties in 
physical dimensions, thermophysical properties, and measure­
ments by the method presented by Kline and McClintock (1953). 
These included, for example, an uncertainty in orifice diameter of 
0.0127 mm, an uncertainty of 7.3 percent for heat flux, and an 
uncertainty of five percent in surface temperature readings. Bias 
limits of 10.3 percent and 4.4 percent in Reynolds number were 
found for Rerf = 2500 and Re,, = 10000, respectively. A bias 
limit of 8.7 percent was found for Nusselt number. The uncertain­
ties in the Reynolds number ranged from 10.5 percent for Re,, = 
2500 to 4.8 percent for Rerf = 10000. The uncertainty at a 95 
percent confidence level in Nusselt numbers was 8.9 percent. The 
ability to discern differences between the steady and pulsating flow 
cases is reflected by the two-percent precision limit. 

Results and Discussion 
Unlike for a steady jet issuing from an orifice where little flow 

organization occurs, flow pulsations may cause shear layers down­
stream of orifices within an array to roll up and form a train of 
vortices. This situation is suggested by the starting vortices formed 
when a jet flow is first generated beginning from zero velocity 
(Glezer, 1988; Hura et al., 1994). Changes to the flow field due to 
pulsations within the jet array are therefore discussed before pre­
senting the heat transfer results. Given the large number of param­
eters inherent in unsteady convection studies, representative or 
unique cases will be presented in figures and the general effects 
will be described. 

The variation of axial velocity and turbulence intensity along the 
jet centerline for various pulsation magnitudes is documented in 
Fig. 3 for a spacing between the test plate and orifice plate of six 
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Fig. 3 Axial velocity and turbulence intensity along the jet centerline for 
various pulsation magnitudes with U = 3.5 percent, Re„ = 5000, Hid = 
6 (top, f" = 10 Hz, Sd = 0.0044; bottom, f = 25 Hz, S„ = 0.0109; — steady 
jet, A AN = 10 percent, D AN = 25 percent, O AN = 40 percent, V AN = 50 
percent, O AN = 60 percent) 
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Fig. 4 Pulsation magnitude variation along the jet centerline with Re„ = 
5000 and Hid = 6 (top, 1 = 10 Hz, Sd = 0.0044; bottom, f = 25 Hz, S„ = 
0.0109; A AN = 10 percent, • AN = 25 percent, O AN = 40 percent, V AN 

= 50 percent, O AN = 60 percent) 

orifice diameters. The results for / = 10 Hz (Sd = 0.0044) are 
presented in the upper panels and those for / = 25 Hz {Sd = 
0.0109) are presented in the lower panels. The velocity reductions 
for/ = 10 Hz were found to be similar to the steady jet case for 
pulsation amplitudes up to 40 percent. With the potential core 
length defined as the distance from the nozzle where the centerline 
axial velocity reduces to 97 percent of the maximum value (Mar­
tin, 1977), the potential core lengths were about 2.5 orifice diam­
eters. With further increases in the pulsation magnitude, the core 
length reduced to about two orifice diameters due to greater jet 
interaction as evidenced by increased turbulence intensities above 
steady jet values. For example, the turbulence intensity at a pul­
sation magnitude of 60 percent was 3.1 percent at z/d = 1 and 
16.0 percent at z/d = 5. The corresponding values for the steady 
jet case were 1.4 percent and 14.2 percent. Such greater jet 
interaction may stem from the promotion of coherent flow struc­
tures in pulsating jet flows in comparison to steady jet flows 
(Mladin and Zumbrunnen, 1997). Vortices that develop near each 
orifice may eventually interfere as they grow radially and lead to 
higher turbulence levels at the expense of more rapid degradation 
of the jet flow. For the higher pulsation frequency of 25 Hz, core 
length was reduced from about 2.5 to about two orifice diameters 
at a pulsation magnitude of 60 percent while decreases in center-
line axial velocity remained nearly unchanged. The exception was 
the position closest to the plate (z/d = 5) where the velocities 
decreased from 74 percent of the maximum velocity for the steady 
jets, to 66 percent for the pulsating jets with a pulsation magnitude 
of 60 percent. This more pronounced decrease was reflected in 
slightly higher turbulence intensities. 

The variations of the pulsation magnitudes with distance from 
the central orifice along the jet centerline are given in Fig. 4. The 
flow pulsations were initially amplified and then decayed rapidly. 
It should be recalled here that the pulsation magnitude was calcu­
lated as the root mean squared value of the ensemble-averaged 
velocity and thus indicates only changes in the periodic, organized 
components of the jet flow. Pulsation amplifications occur when 
coherent flow structures form as a result of pulsation. For / = 1 0 
Hz (upper panel), a maximum pulsation amplification of 14 per­
cent occurred at a pulsation magnitude of 25 percent and z/d = 4. 
Pulsation amplifications for/ = 25 Hz (lower panel) were smaller 
in comparison. With further increase in the pulsation magnitude, 
the amplification decreased and the location of the peak amplifi­
cation moved upstream. The increase in turbulence intensity above 
steady jet levels in Fig. 3 are consistent with a breakdown of 
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Fig. 5 Ensemble averages and power spectra of centerline axial velocity Fig. 6 Ensemble averages and power spectra of Nusselt number along 
for Re„ = 5000, f = 25 Hz, Sd = 0.0109, AN = 40 percent, and Hid = 6 the plate for Re„ = 5000, f = 25 Hz, Sd = 0.0109, AN = 40 percent, and 

Hld = 2 

vortices generated during pulsation. Similar amplifications were 
also observed by Binder and Favre-Marinet (1973). They found for 
a nonimpinging single jet that the pulsation magnitude reached a 
maximum at about four nozzle diameters downstream, and then 
decayed very rapidly to zero by about ten diameters downstream. 
As was mentioned earlier, Farrington and Claunch (1994) ob­
served that flow pulsations increased flow organization and re­
sulted in the cyclic generation of vortex rings. It was further 
observed that large amplitude pulsations entrained surrounding 
fluid more rapidly and produced greater mixing as compared to 
steady jets. In contrast, smaller amplitude pulsations were initially 
amplified but decayed less rapidly. Upon forming, organized flow 
structures persisted and were more effectively advected down­
stream. Similar results are reflected for AN < 40 percent in Fig. 4 
and also in Fig. 3, where axial velocities and turbulence intensities 
were nearly unchanged in comparison to steady jet values for 
zld < 5. 

Representative pulsation waveforms over a pulsation period tp 

and power spectra at different distances from the orifice opening 
are shown in Fig. 5. The power spectra were calculated using the 
instantaneous flow data without ensemble averaging so that both 
periodic and random variations can be compared. The power 
spectra indicated that most of the flow energy resided at the 
pulsation frequency and that higher harmonic frequencies became 
increasingly important downstream as coherent flow structures 
degraded. The power spectra reflect that vortex formation is ex­
pected to occur at the pulsation frequency, since the pulsation 
frequency becomes the dominant frequency in the shear layer 
(Michalke, 1972). While the orifice hole locations of Fig. 2 were 
chosen to be optimal for the steady flow case, it is noteworthy that 
other locations may lead to optimal heat transfer conditions when 
the flow is pulsating due to the presence of coherent flow structures 
that are largely absent in steady jet flows discharging from orifices. 
The actual optimal locations would depend on the flow structures 
and interactions between them. 

Ensemble averages and power spectra of instantaneous Nusselt 
numbers at various distances along the x raxis are presented in 

Figs. 6 and 7 for dimensionless separation distances Hid between 
the test plate and orifice plate of two and six orifice diameters. As 
in Fig. 5, the power spectra pertain to the instantaneous heat 
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Fig. 7 Ensemble averages and power spectra of Nusselt number along 
the plate for Rerf = 5000, f = 25 Hz, Sd = 0.0109, AN = 40 percent, and 
Hld= 6 

346 / Vol. 121, MAY 1999 Transactions of the ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



transfer measurements without ensemble averaging. Nusselt num­
bers were normalized by the corresponding Nusselt number for the 
steady jet array so that changes due to pulsations can be readily 
seen. Variations of Nusselt number were less sinusoidal for Hid = 
6 in Fig. 7, reflecting the more complex incident flow stemming 
from vortex amplification and jet interactions. Heat transfer re­
sponses were primarily at the pulsation frequency and its harmon­
ics. These frequencies were also dominant in the flow (Fig. 5). The 
dominance of the pulsation frequency decreased with distance 
along the test plate from the stagnation point and reached a 
minimum at x{ld = 3, which was the midpoint between two 
adjacent orifices (Fig. 2). Similar results were obtained along axes 
x2 and x}. 

The influence of pulsation amplitude on time-averaged Nusselt 
number at the stagnation point (x,/d = 0) is shown in Fig. 8. In 
all cases, Nusselt numbers generally remained unchanged to within 
the precision limit or decreased with increasing pulsation ampli­
tude. It has been demonstrated theoretically with a semianalytical 
model of boundary layer dynamics that sinusoidal flow variations 
in a stagnation flow can induce nonsinusoidal variations in bound­
ary layer thicknesses (Mladin and Zumbrunnen, 1994). The ther­
mal boundary layer can thereby become thicker on average and 
heat transfer can be reduced in comparison to the steady flow case. 
The results for Sd = 0.0109 were compared to the model predic­
tions summarized by Eq. (6) (Mladin and Zumbrunnen, 1995), 
where the stagnation point velocity gradient was evaluated with 
Eq. (7) applicable to submerged axisymmetric jets (Martin, 1977). 
(Comparisons are not presented for the lower Strouhal number 
case since it was outside the applicable frequency range of Eq. 
(6)0 

Nu„ = 1 - 0.2854e^874<?-"-82V, 0.01 < / „ < 0.1 (6) 

uN ( H\ 
C = —I 1 .04 -0 .034-^1 1 S / / M S 1 0 (7) 

For Hid = 6, the measured Nusselt numbers were within five 
percent of the theoretical predictions. However, the more complex 
variation for Hid = 2 was not well represented. In arrays of 
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Fig. 8 Effect of pulsation magnitude on time-averaged Nusselt number 
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Fig. 9 Effect of pulsation magnitude on time-averaged Nusselt number 
distribution for Red = 5000, f= 10 Hz, Sd = 0.0044 and UNu = 8.9 percent 
(—steady jet, A AN = 10 percent, • AN = 25 percent, O AN = 40 percent, 
V AN = 50 percent, O AN = 60 percent) 

pulsating jets, the well-known effects on heat transfer for steady 
jets of decreasing jet velocity and increasing turbulence level (e.g., 
see Gardon and Akfirat (1965)) due to entrainment are retained, 
although trends are altered from the steady flow case, as discussed 
above in relation to Fig. 3. However, to these effects must be added 
those due to nonlinear boundary layer dynamics and the influence 
of coherent flow structures evolved by the flow pulsations. For 
example, heat transfer enhancements due to small scale turbulence 
and surface renewal due to incident vortices can be offset by 
reductions due to nonlinear dynamical effects. Reductions in Fig. 
8 for Hid = 6 likely reflect the decreased incident jet velocity 
shown in Fig. 3 in tandem with nonlinear dynamical responses to 
the flow pulsation clearly incident on the test plate in Fig. 5. 
Similar reductions in Nusselt numbers have also been reported for 
a single, pulsating submerged air jet (Azevedo et al , 1994). It can 
be concluded from these results that flow pulsations can similarly 
decrease heat transfer in the stagnation regions of jets within arrays 
even if larger turbulence levels are generated. 

The local time-averaged Nusselt number distributions within an 
unit cell at various pulsation magnitudes are presented in Fig. 9 for 
a pulsation frequency of 10 Hz. These results are representative of 
distributions for other frequencies within the parametric range 0 < 
/ < 65 Hz. The distributions for the steady jet case are plotted as 
solid lines for comparison. The abscissa denotes distance along the 
axes x,,x2, and x3 (Fig. 2), normalized by the distances / „ ! , and 
/3. Results for the pulsating jets followed trends similar to those for 
the steady jets except for the reductions in Nusselt numbers doc­
umented in Fig. 8 near the stagnation point. For Hid = 2, small 
off-center peaks in Nusselt number were observed on either side of 
the stagnation point. The occurrence and location of the off-center 
peaks agreed with the experimental results of Huber and Viskanta 
(1994) for steady jet arrays and numerical predictions for laminar 
jet arrays by Chen et al. (1994). Interestingly, the peaks were less 
pronounced at higher pulsation magnitudes since decreases due to 
pulsations in Nusselt numbers at the stagnation point extended 
radially outward by short distances. 

Convective heat transfer distributions for pulsation frequencies 
in the range 0 Hz < / < 65 Hz and 2500 < Re,, < 10,000 were 
also found to agree closely with the steady jet case except for the 
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reductions near the stagnation point. Although enhancements were 
not obtained, the reductions in the stagnation region heat transfer 
resulted in improved uniformity in the overall heat transfer rates 
since the heat transfer away from the stagnation region was largely 
unchanged. Such improvements in uniformity are desirable in 
many applications where jet arrays are used and can make possible 
decreases in fluid expenditures when increased flow to jet arrays is 
provided to compensate for lower transport rates at specific loca­
tions. 

Conclusions and Practical Significance 
The flow-field characteristics and convective heat transfer dis­

tributions for a square, in-line array of axisymmetric pulsating air 
jets were investigated. The rationale for this work was the obser­
vation that flow pulsations can induce more uniform heat transfer 
and the formation of coherent vortex structures in jet flows dis­
charging from orifices, whereas little organization of the flow 
normally arises under steady flow conditions. When incident on a 
surface, convective heat and mass transfer rates might be enhanced 
due to surface renewal effects or increased turbulence levels. 
Increased jet interaction at large magnitude flow pulsations was 
found to reduce the jet potential core length by up to 20 percent. 
Turbulence intensities in the pulsating jets were 7 percent to 15 
percent higher than the steady jet array values close to the im­
pingement plate. Initial flow pulsation amplitudes were amplified 
in manners consistent with the formation of coherent flow struc­
tures. Despite evidence of coherent flow structures and increased 
turbulence levels, Nusselt numbers at the stagnation point were 
reduced by as much as 18 percent for a pulsation magnitude of 60 
percent, with smaller reductions occurring at lower pulsation mag­
nitudes. For pulsating jet arrays, heat transfer enhancements due to 
turbulence and surface renewal caused by incident vortices can be 
offset by reductions due to nonlinear dynamical boundary layer 
responses. Although enhancements were not obtained, the reduc­
tions in the stagnation region heat transfer resulted in improved 
uniformity in the overall heat transfer rates since the heat transfer 
away from the stagnation region was largely unchanged. Such 
improvements in uniformity are desirable in many applications 
where overall flow must be increased to compensate for lower 
cooling rates at specific locations due to nonuniformities that are 
characteristic of convective heat and mass transfer distributions for 
jet arrays. 
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Analysis of Combined Forced 
and Free Flow in a Vertical 
Channel With Viscous 
Dissipation and Isothermal-
Isoflux Boundary Conditions 
Fully developed and laminar mixed convection in a parallel-plate vertical channel is 
investigated in the case of non-negligible viscous heating. The channel walls are subjected 
to asymmetric boundary conditions: One wall experiences a constant and uniform heat 
flux, while the other is kept at a uniform and constant temperature. The velocity field and 
the temperature field are evaluated analytically by means of perturbation expansions with 
respect to a buoyancy parameter, i.e., the ratio between the Grashof number and the 
Reynolds number. The Nusselt numbers and the friction factors are obtained as functions 
of the buoyancy parameter. 

Introduction 
In the last years, several analyses of combined forced and free 

convection in vertical channels have appeared in the literature. 
Most of the interest in this subject is due to its applications, for 
instance, in the design of cooling systems for electronic devices 
and in the field of solar energy collection. Some of these papers, 
such as Aung and Worku (1986), Cheng et al. (1990), and 
Hamadah and Wirtz (1991), deal with the evaluation of the tem­
perature profiles and the velocity profiles for the parallel-flow fully 
developed regime. Others examine the stability of these flows 
either in the case of uniform and asymmetric wall temperatures 
(Chen and Chung, 1998) or in the case of linearly varying wall 
temperatures (Chen and Chung, 1996). Lavine (1988, 1993) ana­
lysed the laminar mixed convection in inclined parallel plate 
channels, thus including the solution for vertical channels as a 
special case. In particular, the flow reversal regimes (Lavine, 1988) 
and the linear stability of the parallel flow solution (Lavine, 1993) 
are investigated. 

All the above quoted analyses of mixed convection in vertical 
channels are based on the hypothesis that the viscous dissipation 
effect within the fluid is negligible. The reliability of this hypoth­
esis depends on the flow regime and on the fluid properties. 
Indeed, both for flows with small wall heat fluxes and for fluids 
with a high viscosity and a small thermal conductivity, viscous 
heating may become relevant. Some investigations on the interplay 
between buoyancy forces and viscous dissipation have been pre­
sented by Gebhart (1962), Turcotte et al. (1974), Iqbal et al. 
(1970), Rokerya and Iqbal (1971), and Soundalgekar et al. (1997). 
In particular, the papers by Iqbal et al. (1970) and by Rokerya and 
Iqbal (1971) refer to mixed convection in vertical circular or 
annular tubes. 

Recently, Barletta (1998) and Zanchini (1998) have analysed the 
effect of viscous dissipation for combined forced and free convec­
tion in a vertical channel. In particular, both the case of symmetric 
or asymmetric temperatures prescribed at the channel walls (Bar­
letta, 1998) and the case of convective boundary conditions 
(Zanchini, 1998) have been studied. In these papers, mixed con-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Aug. 4, 1998; 
revision received, Dec. 14, 1998. Keywords: Analytical, Channel Flow, Heat 
Transfer, Mixed Convection, Viscous. Associate Technical Editor: R. Douglass. 

vection without viscous dissipation is considered as the base flow, 
while viscous dissipation is taken into account through a pertur­
bation expansion with respect to a dimensionless parameter pro­
portional to the Brinkman number. By this method, both the 
velocity and the temperature field are expressed as perturbation 
series. These series ensure a satisfactory convergence only for 
sufficiently small values of the Brinkman number. As a conse­
quence, the method is specially suitable for flows such that the 
buoyancy forces have a strong influence and viscous heating is 
relatively small. 

The aim of the present paper is the analysis of fully developed 
and laminar mixed convection with viscous dissipation in a verti­
cal channel such that one wall is subjected to a prescribed and 
uniform heat flux while the other wall is kept at a uniform tem­
perature. The solution of the governing equations is obtained by a 
perturbation method which differs from that employed by Barletta 
(1998) and by Zanchini (1998). More precisely, forced convection 
with viscous dissipation is considered as the base heat transfer 
process. Then, the effect of buoyancy is evaluated through pertur­
bation expansions with respect to a buoyancy parameter given by 
the ratio between the Grashof number and the Reynolds number. 
Indeed, this approach allows the estimation of buoyancy-induced 
corrections to the laminar forced-convection regime with viscous 
heating. 

Mathematical Model 
In this section, the momentum balance and energy balance 

equations are written in a dimensionless form. 
Let us consider a Newtonian fluid which steadily flows between 

two vertical and parallel plane walls. The distance between the 
walls, i.e., the channel width, is 2L. A coordinate system is chosen 
such that the X-axis is parallel to the gravitational acceleration 
vector g, but with the opposite direction. The Y-axis is orthogonal 
to the channel walls, and the origin of the axes is such that the 
positions of the channel walls are Y = —L and Y = L. A sketch 
of the system and of the coordinate axes is reported in Fig. 1. The 
wall at Y = —L is isothermal with a given temperature T„, while 
the wall at Y = L is subjected to a uniform heat flux q„. The fluid 
velocity U is assumed to be parallel to the X-axis, so that only the 
X-component U of the velocity vector does not vanish. 

The Boussinesq approximation is employed. Then, according to 
this approximation, the mass balance equation implies that U is 
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X 

-*Y 

2L 

Fig. 1 Drawing of the system and of the coordinate axes 

solenoidal. As a consequence, dU/dX is zero, i.e., U depends only 
on the transverse coordinate Y. Moreover, the following equation 
of state for the mass density is supposed to hold: 

P = PO[ I - j3 ( r - r 0 ) ] , (i) 

where the reference temperature T0 is chosen as the mean temper­
ature in a channel cross section, i.e., 

V 
1 

2L 
TdY. (2) 

Indeed, this choice of T0 yields, at each section of the channel, the 
smallest average difference between the local temperature and the 
reference temperature. Therefore, the evaluation of T0 through Eq. 
(2) provides the best conditions for the validity of the approximate 
linear equation of state given by Eq. (1). It is easily verified that T0 

evaluated through Eq. (2) is, in general, a function of X. Then, also 
p0 should be considered as a function of X and not as a constant. 
However, a further approximation stated by Morton (1960) in a 
study on mixed convection in vertical circular ducts can be 
adopted. Morton's approximation is as follows. If the reference 

temperature depends on the streamwise coordinate, the value of the 
reference mass density p0 as well as those of the other thermo-
physical properties such as j3, k, and p, should be referred to a fixed 
value of the reference temperature T0. For instance, the fixed value 
of T0 can be chosen as that at X = 0. Therefore, according to 
Morton's approximation, the thermophysical properties of the fluid 
are treated as constants. 

The streamwise momentum balance equation is given by 

p0/3g(r - 70) 
dP d2U 

+ p dX dY2 0, 

while the transverse momentum balance equation yields 

dP 

dY 
0. 

(3) 

(4) 

Equation (4) implies that P depends only on X. Then, by evalu­
ating the derivative with respect to X of both sides of Eq. (3), one 
obtains 

8T_dT0 1 d2P 

BX~ IX + p^p8~dX2' 
(5) 

By integrating both sides of Eq. (5) with respect to Y in the 
interval [ — L, L] and by employing Eq. (2), one can conclude that 

d2P 

dX2 0, (6) 

i.e., that dPIdX is a constant. It should be pointed out that this 
conclusion holds for any choice of the boundary conditions. Equa­
tions (5) and (6) yield 

dT 

Jx' 
dTo 
dX ' 

(7) 

Equation (7) implies that 3T/8X is independent of Y, so that its 
value can be determined at the channel walls. In particular, at the 
wall Y = — L, where the temperature is uniform, the value of 
dT/dX is zero. Therefore, both T and T0 do not depend on X. In 
this case, the energy balance equation can be written as 

Nomenclature 

Br, = pU„/(Lq„), heat-flux 
Brinkman number 

BrT = temperature Brinkman num­
ber defined by Eq. (18) 

/ - , /+ = Fanning friction factors de­
fined by Eqs. (19) and (20) 

g = gravitational acceleration, 
m/s2 

Gr = 64gf5ATL3/v2, Grashof 
number 

j = non-negative integer 
k = thermal conductivity, 

W/(mK) 
L = channel half-width, m 
n = non-negative integer 

Nu_, Nu+ = Nusselt numbers defined by 
Eqs. (21) and (22) 

p = pressure, Pa 
P = p + pogX, difference be­

tween the pressure and the 
hydrostatic pressure, Pa 

q„ = prescribed heat flux at Y = 
L, W/m2 

R = radius of convergence of the 
perturbation series 

Re = ALUJv, Reynolds number 
T = temperature, K 

Th = bulk temperature defined by 
Eq. (23), K 

T0 = mean temperature defined 
by Eq. (2), K 

T„ — prescribed temperature at 
Y = - L , K 

u = UIUa, dimensionless veloc­
ity component in the 
.X-direction 

U = velocity component in the 
X-direction, m/s 

U = velocity, m/s 
U0 = mean velocity defined by 

Eq. (15), m/s 
X = axial coordinate, m 
Y = transverse coordinate, m 
y = YIL, dimensionless trans­

verse coordinate 

Ar 

T? 

= coefficient of thermal ex­
pansion, KT1 

= piUl/k, reference tempera­
ture difference, K 

= Gr/Re, dimensionless buoy­
ancy parameter 

= k(T0 - T„)l{p,U2
0), dimen­

sionless parameter 
8 = k(T - T0)/(ixU2

0), dimen­
sionless temperature 

A = -[L2/(ixU0)]dP/dX, di­
mensionless pressure-drop 
parameter 

/j, = dynamic viscosity, Pa s 
v = p/po, kinematic viscosity, 

m2/s 
p = mass density, kg/m3 

p0 = mass density evaluated at 
T = T„, kg/m3 
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d2T ldU\ 

dT + Ml dY 
= 0. (8) 

The velocity profile U(Y) and the temperature profile T(Y) can be 
determined by solving Eqs. (3) and (8) provided that the boundary 
conditions are specified. In particular, the velocity field is sub­
jected to no-slip boundary conditions 

U(±L) = 0. (9) 

On the other hand, the boundary conditions for the temperature 
field are 

T(-L) = TW, k 
dT 

dY q»- (10) 

Equations (3) and (8)—(10) can be rewritten in a dimensionless 
form as follows: 

d2u Gr 

16 Re 
6- A, 

d^ 

dp 
du\2 

dy) ' 

0 ( - D = - T , , 

w(±l) = 0 

dd 

dy y=\ Br„ 

(11) 

(12) 

(13) 

(14) 

Since the dimensionless quantities have been defined by employ­
ing the mean velocity 

Uo = ~ \ U(Y)dY, (15) 

an additional constraint on the dimensionless velocity is present, 
i.e., 

u(y)dy = 2. (16) 

Moreover, since the reference temperature T0 is given by Eq. (2), 
the dimensionless temperature 6(y) must fulfill the relation 

6(y)dy = 0. (17) 

For prescribed values of Br, and of the ratio Gr/Re, Eqs. (11)—(14), 
(16), and (17) determine uniquely the dimensionless velocity w(y), 
the dimensionless temperature 8{y) and the dimensionless param­
eters A and TJ. 

In order to express the temperature difference between the 
channel walls, a temperature Brinkman number, 

BrT = 
IxUl 1 

k[T(L)-Tw] 0 ( l ) - 0 ( - l ) ' 

is defined. The Fanning friction factors are given by 

/ - R ^ 
SLdU 
!T0~dY 

du 

dy~ 

(18) 

(19) 

while the Nusselt numbers are defined as 

4L dT 

Tw-T0dY 

AL dT 
+ T(L)-T0dY 

4 Br r 

Br,( l - 7 , B r 7 

Add 

y=-L T) dy y 

4 dd 

Y=L 6(1) dy 

) ' 

(21) 

(22) 

In the definition of the Nusselt numbers, the hydraulic diameter AL 
is considered as the reference length, exactly as in the definitions 
of Re and Gr. Moreover, the reference fluid temperature employed 
in the definition of the Nusselt numbers is the mean temperature T0 

instead of the more conventional bulk temperature 

T„ = 
1 

2LU0 
TUdY. (23) 

The bulk temperature is usually preferred because in most cases it 
coincides with the mixing-cup temperature, which can be easily 
measured. In fact, the mixing-cup temperature "is the temperature 
one would measure if the duct were cut off at a section, and 
escaping fluid were collected and thoroughly mixed in an adiabatic 
container" (Shah and London, 1978). However, it is easily verified 
that, when viscous heating is not negligible, the bulk temperature 
Tb loses its physical meaning of mixing-cup temperature. Indeed, 
the effect of viscous dissipation causes the mixing-cup temperature 
to be greater than the bulk temperature. As a consequence, the bulk 
temperature can be obtained only by processing a sufficiently high 
number of temperature and velocity data in a channel section in 
order to get a satisfactory approximation of the integral on the 
right-hand side of Eq. (23). Therefore, it seems more convenient to 
utilise the mean temperature T0, whose value can be approximated 
merely by means of temperature data in a channel section. 

A simple relation between the Fanning friction factors and the 
pressure drop parameter can be easily determined. In fact, by 
integrating Eq. (11) with respect to y in the interval [ - 1 , 1] and by 
employing Eq. (17), one obtains 

du 

~dy 

du 

dy 
-2A. 

y=-\ 
(24) 

Then, on account of Eqs. (19) and (20), Eq. (24) can be rewritten 
as 

/ + + / -
16A 

~Re~ 
(25) 

Equation (25) shows that the Grashof number does not appear 
explicitly in the relation b e t w e e n / - , / + and A. Indeed, the relation 
be tween / - , /+ and A in the case of mixed convection is the same 
which holds in the case of forced convection. Obviously, in the 
latter case, the Fanning friction factors / _ and /+ are equal. 

Perturbation Method 
In this section, Eqs. (11)—(14) and (16), (17) are solved by a 

perturbation method. Moreover, the special case of forced convec­
tion is outlined. 

As it has been pointed out in the preceding section, if Br, and e 
= Gr/Re are prescribed, Eqs. (11)—(14), (16), and (17) allow the 
evaluation of «(y) , 6(y) as well as of the dimensionless param­
eters A and 17. Then, for any fixed value of Br,, these quantities can 
be expressed as power series with respect to e, namely 

SLdU du 

Ty (20) "GO = "oOO + "lOOe + u2(y)e2 + . . . = 2 "„(y)e", (26) 
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e(y) = B0(y) + 6,(y)e + 02(y)e2 + . . . = £ 0„(y)e", (27) 

A = A„ + A,e + A,e2 + S A.e", (28) 

bulk temperature Tb coincides with the mean temperature T0, so 
that the Nusselt numbers defined in Shah and London (1978) and 
those defined in the present paper can be compared. 

The terms of order n > 0 in the perturbation expansions given 
by Eqs. (26)-(29) can be evaluated by a recursive solution of the 
following boundary value problem: 

V = Vo + ^h6 + Vie2 + . . . = 2 T)„e" (29) 

The perturbation method can be described as follows (Aziz and 
Na, 1984). First, one substitutes the perturbation series expressed 
by Eqs. (26)-(29) into Eqs. (11)-(14), (16), and (17). Then, one 
collects terms having like powers of e and equates to zero the 
coefficient of each power of e. Finally, one obtains a sequence of 
boundary value problems which allow the evaluation of each term 
of the perturbation series. 

For n = 0, one obtains 

dy •= -A0, «„ ( - ! ) = «o(D = 0, u0(y)dy = 2, (30) 

l 6Q I UUQ\ 

dy \ dy ( - D = -TJo 

dy , = I v I °o(yVy = o. (31) 

The solution of Eq. (30) is easily obtained and is given by 

(32) 

On the other hand, the solution of Eq. (31) can be expressed as 

/ y3 \ y 3 18 1 
e0(y) = 3 ) 1 - 1 Br, 20 ' ^ T + B r / (33) 

Indeed, u0(y), A0, 00(y), and T/0 coincide, respectively, with u(y), 
A, 6(y) and TJ, in the case e = 0, i.e., in the case of forced 
convection. In particular, u0(y) is the well-known Hagen-
Poiseuille velocity profile. When e = 0, the parameters Br r , /_, /+, 
Nu_ and Nu+ can be evaluated by employing Eqs. (18)-(22), (32), 
and (33), namely 

Brr = 

Nu^ 

Br„ 
2(3Br, + 1) 

/ _ R e = 2 4 = / + R e , 

20 
6 Br„ + 1 

Br, + 5 ' 
N u + =• 

20 
12 Br, + 5 ' 

(34) 

Obviously, the dimensionless parameter Br, is positive if the wall 
Y = L is heated, while it is negative if the wall Y = L is cooled. 
Equation (34) reveals that, if Br, = —\ = -0.3333, the temper­
ature Brinkman number Brr becomes singular, i.e., the temperature 
at Y = L is equal to T„. Moreover, Nu_ is singular if Br, = — j | 
8s -0.2778, while, Nu+ is singular if Br, = -fc= -0.4167. On 
account of Eqs. (21) and (22), the former case corresponds to T„ 
= T0 and the latter case to T(L) = 7"0. On account of Eq. (34), 
another interesting condition is Br, = — g = —0.1667, which 
yields Nu_ = 0, i.e., a vanishing heat flux at Y = —L. 

The values of the Nusselt numbers Nu_ and Nu+ expressed by 
Eq. (34) are in agreement with those reported by Shah and London 
(1978) in the special case of forced convection without viscous 
dissipation. In this case, i.e., in the limit Br, —> 0, Eq. (34) yields 
Nu_ = Nu+ = 4. The same values are reported by Shah and 
London (1978). It is easily proved that, if Br, —> 0 and e —» 0, the 

d2un 0„_, 

dy2 16 
- A„, «„( - ! ) = w„(l) = 0, 

u„(y)dy = 0, 

d26„ -A duj du„.j 
~^2"= ~2J ~IZ~IZ~^ e „ ( - i ) = -i7„, 

(35) 

dy2 

j - o 
dy dy 

dA, 

dy y=i 
= 0, en(y)dy = 0. (36) 

Indeed, for an arbitrary n > 0, if 0„-i(y) is known, Eq. (35) 
uniquely determines u„(y) and A„, namely 

1 r «„(y) = - J 6 I dy" I dy'B„^{y') 

111 
32 

dy" I < / y ' 0 „ _ , ( y ' ) + ^ ( l - y 2 ) , (37) 
K 
2 

3 
A " " 3 2 dy dy" | dye^iy') 

dy" dy'Q^iy') (38) 

Moreover, if Uj(y) is known for every j such that 0 £ j £ n, Eq. 
(36) uniquely determines 0„(y) and r\„, namely 

Uy) = -i) . + j dy" | dy' 

TI„ = 2 i dy \ dy" I ^y ' 

j = 0 

duj(y') dun.j(y') 

dy' dy' 

y duj(y') du„-j{y') 

j=o 
dy' dy' 

(39) 

(40) 

By employing perturbation series truncated to the second term, one 
obtains 

3 18 1 / 71 1 \ 
A = 3 " 5 6 0 e ' T? = T+Br;+il400 + 60Br;Je' 

B r r s 
30Br„ 

1 + 3Br,)(60 + e ) ' 
(41) 

/_ Re s 24 - — + 
19 1 

35 6 Br, 

16 1 
/ + R e - 2 4 + U5 + gl-Je, (42) 
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Table 1 Values of Nu_, Nu+ , /_ Re , / + Re, for IBr,l = 0.5 

Br„ -0.5 Br0 0.5 

Nu- Nu + /_Re / + Re Nu- Nu+ /_Re / + Re 

-13 
-11 
-9 
-7 
-5 
- 3 
-1 

0 
1 
3 
5 
7 
9 

11 
13 

11.29 
11.11 
10.92 
10.72 
10.52 
10.32 
10.11 
10.00 
9.891 
9.666 
9.434 
9.194 
8.944 
8.684 
8.411 

-33.66 
-31.01 
-28.60 
-26.40 
-24.39 
-22.53 
-20.81 
-20.00 
-19.22 
-17.73 
-16.34 
-15.03 
-13.79 
-12.62 
-11.50 

26.32 
26.01 
25.68 
25.34 
24.98 
24.60 
24.21 
24.00 
23.79 
23.34 
22.87 
22.36 
21.80 
21.20 
20.54 

22.78 
22.92 
23.08 
23.26 
23.45 
23.65 
23.88 
24.00 
24.13 
24.40 
24.70 
25.04 
25.41 
25.83 
26.31 

6.849 
6.673 
6.497 
6.322 
6.147 
5.973 
5.800 
5.714 
5.629 
5.459 
5.292 
5.129 
4.971 
4.822 
4.687 

2.175 
2.130 
2.082 
2.030 
1.975 
1.915 
1.852 
1.818 
1.783 
1.710 
1.630 
1.542 
1.445 
1.336 
1.207 

33.86 
32.46 
31.04 
29.58 
28.08 
26.51 
24.86 
24.00 
23.11 
21.22 
19.14 
16.82 
14.13 
10.92 
6.791 

15.39 
16.56 
17.78 
19.04 
20.36 
21.75 
23.22 
24.00 
24.81 
26.52 
28.41 
30.53 
32.96 
35.86 
39.53 

Nu_ 
4(6 Br, + 1) 

y Br, + 1 + 
71 1 

_ _ _ _ _ D»- J_ „ 

1400 i 60 

Nu+ = 
12 
y Br, + 1 + 

69 1 
Br H 

1400 " 60 

(43) 

Discussion of the Results 
In this section, 26-terms perturbation series are employed to 

evaluate the dimensionless temperature profile and the dimension-
less velocity profile for some values of Br,. 

The radius of convergence of the power series expressed by Eqs. 
(26)-(29), i.e., the domain of the dimensionless parameter e where 
the perturbation expansions converge, represents an important 
feature of the perturbation method. If the radius of convergence is 
finite, the method is considered singular, otherwise it is considered 
regular (Aziz and Na, 1984). The perturbation method employed 
in the present paper is singular. In fact, a finite radius of conver­
gence R for the perturbation expansions given by Eqs. (26)-(29) 
exists for any prescribed value of Br,, as it can be verified by 
evaluating D'Alembert's ratio limit, i.e., 

R = Urn. 
A„ 

(44) 

In Eq. (44), reference has been made to the power series expressed 
by Eq. (28). However, the same value of R is obtained if one 
evaluates D'Alembert's ratio limit for any other perturbation ex­
pansion expressed by Eqs. (26)-(29). Since, in practice, one deals 
with truncated power series, the value of R can be only estimated. 
In this section, the power series expressed by Eqs. (26)-(29) are 
approximated by the finite sums of the first 26 terms. In the 
following, the estimation of the radius of convergence is described 
with reference to the perturbation expansion given by Eq. (28). 
First, one considers the coefficients A„ for 10 _ n < 25 and 
recognizes that Log10 IA „ _, / A.„ I is approximately a linear function 
of \ln. Then, one expresses this function by a least-squares fit. 
Finally, one extends the domain of the linear function to n > 25 
and evaluates the limit for 1/n —> 0: This limit is the estimated 
value of Log io R. The above procedure has been repeated for some 
values of the dimensionless parameter Br,. By employing this 
method, one deduces that R depends on the modulus of Br, and 
also on its sign, although the dependence on the sign becomes 
negligible as the modulus increases. This behavior can be illus­
trated by the following examples. For Br, = - 0 . 5 , R is equal to 
28.3, while, for Br, = 0.5, R is equal to 17.3. For Br, = -\,R 
is equal to 23.3, while for Br, = 1, R is equal to 18.7. Finally, if 
Br, —> ±oo, i.e., if the wall Y = L is adiabatic, R is equal to 20.6. 

In Tables 1-4, values of Nu_, Nu+,/- Re,/+ Re are reported for 
some values of e, with reference to IBr,l = 0.5, IBr,l = 1, IBr,l 
= 10 and I Br, I -» °°. Indeed, for the cases examined in these 

Table 2 Values of Nu_, Nu+ , /_ Re , / + Re, for IBr,l = 1 

£ 

- 1 5 
- 1 3 
-11 
- 9 
- 7 
- 5 
- 3 
- 1 

0 
1 
3 
5 
7 
9 

11 
13 
15 

Nu-

9.095 
8.919 
8.740 
8.558 
8.372 
8.183 
7.990 
7.792 
7.692 
7.591 
7.385 
7.174 
6.957 
6.734 
6.504 
6.267 
6.021 

Br, = 

Nu+ 

-3.841 
-3.710 
-3.580 
-3.449 
-3.318 
-3.187 
-3.056 
-2.924 
-2.857 
-2.790 
-2.656 
-2.520 
-2.381 
-2.239 
-2.094 
-1.943 
-1.784 

- 1 

/ _ R e 

28.68 
28.14 
27.58 
26.99 
26.39 
25.75 
25.08 
24.37 
24.00 
23.62 
22.81 
21.94 
21.00 
19.96 
18.79 
17.46 
15.91 

/ + R e 

20.61 
20.98 
21.36 
21.77 
22.21 
22.68 
23.18 
23.72 
24.00 
24.30 
24.93 
25.62 
26.39 
27.24 
28.21 
29.33 
30.64 

Nu_ 

7.405 
7.232 
7.058 
6.883 
6.707 
6.531 
6.354 
6.176 
6.087 
5.998 
5.819 
5.641 
5.463 
5.286 
5.112 
4.943 
4.784 

Br, = 

Nu+ 

1.463 
1.430 
1.396 
1.360 
1.323 
1.283 
1.242 
1.199 
1.176 
1.153 
1.105 
1.053 
0.9983 
0.9384 
0.8726 
0.7985 
0.7114 

= 1 

/ - R e 

32.99 
31.91 
30.80 
29.67 
28.51 
27.30 
26.03 
24.70 
24.00 
23.28 
21.75 
20.08 
18.23 
16.13 
13.66 
10.64 
6.650 

/ + Re 

16.42 
17.28 
18.19 
19.12 
20.10 
21.13 
22.23 
23.39 
24.00 
24.64 
25.99 
27.48 
29.13 
31.02 
33.22 
35.90 
39.41 
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Table 3 Values of Nu., Nu+ , /_ Re, /+ Re, for IBr,l = 10 

e 

- 1 7 
- 1 5 
- 1 3 
- 1 1 

- 9 
- 7 
- 5 
- 3 
- 1 

0 
1 
3 
5 
7 
9 

11 
13 
15 
17 

Nu_ 

8.263 
8.092 
7.920 
7.745 
7.568 
7.389 
7.207 
7.023 
6.837 
6.743 
6.648 
6.456 
6.262 
6.065 
5.864 
5.661 
5.456 
5.247 
5.038 

Br, = 

Nu + 

-0.2288 
-0.2228 
-0.2168 
-0.2106 
-0.2043 
-0.1979 
-0.1912 
-0.1845 
-0.1775 
-0.1739 
-0.1703 
-0.1628 
-0.1551 
-0.1470 
-0.1384 
-0.1294 
-0.1196 
-0.1087 
-0.09633 

- 1 0 

/ - R e 

31.33 
30.58 
29.81 
29.01 
28.19 
27.34 
26.44 
25.51 
24.52 
24.00 
23.46 
22.33 
21.11 
19.76 
18.26 
16.54 
14.52 
12.04 
8.766 

A Re 

18.19 
18.75 
19.33 
19.94 
20.59 
21.27 
21.98 
22.75 
23.57 
24.00 
24.45 
25.41 
26.45 
27.62 
28.92 
30.42 
32.18 
34.35 
37.20 

Nu_ 

8.107 
7.936 
7.763 
7.589 
7.413 
7.235 
7.055 
6.872 
6.688 
6.595 
6.501 
6.312 
6.121 
5.927 
5.732 
5.534 
5.335 
5.135 
4.937 

Br, = 

Nu+ 

0.2088 
0.2036 
0.1983 
0.1929 
0.1873 
0.1815 
0.1756 
0.1695 
0.1632 
0.1600 
0.1567 
0.1499 
0.1428 
0.1354 
0.1275 
0.1191 
0.1099 
0.09964 
0.08768 

= 10 

/ - Re 

31.82 
31.01 
30.19 
29.34 
28.46 
27.55 
26.60 
25.60 
24.55 
24.00 
23.43 
22.23 
20.92 
19.48 
17.87 
16.03 
13.84 
11.12 
7.450 

A Re 

17.72 
18.33 
18.96 
19.63 
20.32 
21.06 
21.83 
22.65 
23.54 
24.00 
24.48 
25.51 
26.64 
27.89 
29.30 
30.92 
32.84 
35.22 
38.42 

tables, the first 26 terms of the perturbation expansions are suffi­
cient to obtain four decimal places accuracy. Tables 1-4 show that 
Nu_, INu+l and/_ Re are decreasing functions of e, while/+ Re is 
an increasing function of e. This means that, for downward flow (e 
< 0), the absolute values of the Nusselt numbers on both walls and 
the friction factor on the boundary Y = —L are increased by 
buoyancy. On the other hand, for upward flow (e > 0), the values 
of these parameters are lowered when buoyancy forces are taken 
into account. Tables 1-4 also show that, for Br, < 0, the values 
of Nu+ are negative. This result can be explained as follows. 
Figure 2, which refers to Br, = - 0 . 5 , shows that T(L) > T0 and 
that the derivative of T at Y = L is negative, i.e., that the heat flux 
density at Y = L is directed outside the channel. Therefore, one 
infers that, for Br, < —0.5, viscous dissipation is so intense that 
the heat subtraction at Y = L is not sufficient to induce a condition 
T(L) < T0. Indeed, if one considers an engine oil at 300 K with 
/i = 0.486 Pa s (Incropera and DeWitt, 1985) and a channel flow 
with L = 0.5 cm, U0 = 0.5 m/s, one obtains that the condition 
Br, < - 0 . 5 corresponds to a heat flux density at Y = L whose 
modulus is smaller than 48.6 W/m2. Figures 2-5 show that the 
effect of buoyancy is more important in the case of upward flow 
than in the case of downward flow. In particular, these figures 

Table 4 Values of Nu_, Nu+ , /_ Re, /+ Re, for IBr,l -* » 

e 

- 1 7 
- 1 5 
- 1 3 
- 1 1 
- 9 
- 7 
- 5 
- 3 
- 1 

0 
1 
3 
5 
7 
9 

11 
13 
15 
17 

Nu_ 

8.183 
8.012 
7.839 
7.665 
7.488 
7.310 
7.129 
6.946 
6.760 
6.667 
6.572 
6.382 
6.189 
5.994 
5.796 
5.596 
5.393 
5.189 
4.986 

IBr,l -> °° 

/ - R e 

31.58 
30.80 
30.00 
29.18 
28.33 
27.44 
26.52 
25.55 
24.53 
24.00 
23.45 
22.28 
21.02 
19.62 
18.06 
16.28 
14.18 
11.58 
8.116 

A Re 

17.95 
18.54 
19.15 
19.79 
20.45 
21.16 
21.91 
22.70 
23.55 
24.00 
24.47 
25.46 
26.55 
27.75 
29.11 
30.67 
32.51 
34.78 
37.80 

reveal that, for upward flow, buoyancy causes both an increase of 
the temperature difference between the channel walls and an 
increase of the velocity at any given position in the region 0 < 
Y < L. An analysis of Tables 1-4 and of Figs. 2-5 leads to the 
following conclusion. As the modulus of Br, increases, the sign of 
Br, becomes less and less important in the evaluation of both the 
velocity distribution and the temperature distribution. This conclu­
sion is reasonable since an increase of IBr,l corresponds to a 
decrease of the heat flux at Y = L. Therefore, when the modulus 
of q„ is small, a change of direction of the heat flux density yields 
small changes of both the velocity distribution and the temperature 
distribution. In particular, the flow and heat transfer regimes which 
correspond to Br, —» + oo and Br, —* — oo are coincident. In fact, 
both these limits refer to the same physical circumstance, i.e., a 
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Fig. 3 Plots of u and 0 versus y for Br, = 0.5 Fig. 5 Plots of u and 6 versus y for Br, = 10 

channel with the wall Y = L insulated. Tables 3 and 4 show that 
the values of Nu_, Nu+,/_ Re, /+ Re for Br, = —10 and for Br, 
= 10 do not differ substantially from those obtained in the limit 
IBr̂ l —> oo. More precisely, for any given e and in the limit IBr,l 
—>°°, the value of each of the parameters Nu_, Nu+,/_ Re,/+ Re 
lies in the interval between the value for Br, = —10 and that for 
Br, = 10. In Table 4, the values of Nu+ do not appear because, 
in the limit IBr,l —> oo, Nu+ = 0 for every e. 
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Figure 3 refers to the case Br, = 0.5 and shows that, for e = 17, 
a flow reversal occurs in the neighborhood of Y = — L, where u 
is negative. Also Fig. 5, which refers to Br, = 10, displays a less 
apparent flow reversal in the neighborhood of Y = — L for the case 
e = 20. Indeed, the occurrence of flow reversal phenomena is a 
well-known feature of mixed convection in inclined and vertical 
channels. Aung and Worku (1986), Lavine (1988), Cheng et al. 
(1990), Hamadah and Wirtz (1991) have presented wide analyses of 
flow reversal in fully developed channel flow, based on the assump­
tion that viscous dissipation can be considered as negligible. 

In Figs. 6-8, plots of Br,-, A, and r\ versus e are reported for 
different values of Br,. Figure 6 shows that, for every Br,, the 
temperature Brinkman number Br7 is a decreasing function of e. 
On the other hand, for every e, BrT is a decreasing function of IBr,l 
if Br, < 0, while Brr is an increasing function of Br, if Br, > 0. 
Indeed, in Fig. 6, the narrow region bounded by the curves for Br, 
= —10 and for Br, = 10 would contain all the curves for every 
Br, such that IBr,l > 10. On account of Fig. 6 and of Eq. (18) one 
can conclude that, for upward flow, buoyancy enhances the tem­
perature difference between the channel walls, while, for down-

Fig. 4 Plots of u and fl versus y for Br, = -10 
Fig. 6 Plots of Brr versus e for (a) Br, = -0.5, (to) Br, = 0.5, (c)Br ,= - 1 , 
(d) Br, = 1, (e) Br, = -10 , (r) Br, = 10 
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Fig. 7 Plots of A versus c for (a) Br, = -0.5, (b) Br, = 0.5. The dashed 
line refers to Br„ -» ± » . 

ward flow, buoyancy reduces the difference between the wall 
temperatures. Figure 7 shows that, for a fixed value of Br,, the 
dimensionless pressure drop A is a decreasing function of e. In the 
interval —0.5 S e S 0.5, the curves for every Br, such that IBr,l 
> 0.5 are almost coincident. Indeed, in Fig. 7 only the curves for 
Br, = —0.5, Br, —» ±°° and for Br, = 0.5 are reported. 
However, the plots for every Br, such that IBr,l > 0.5 would lie 
in the region between the curve for Br, = - 0 . 5 and that for Br, 
= 0.5. Moreover, Fig. 7 reveals that the effect of the dimension-
less parameter Br, is more apparent for upward flow than for 
downward flow. Figure 8 shows that 17 is an increasing function of 
e. On the other hand, for every e, 17 is an increasing function of 
IBr,l if Br, < 0, while TJ is a decreasing function of Br, if Br, > 
0. The narrow region bounded by the curves for Br, = — 10 and 
for Br, = 10 would contain all the curves for every Br, such that 
IBr,l > 10. Figures 6 and 8 as well as Figs. 2-5 reveal that, in the 
case of downward flow, buoyancy causes the temperature distri­
bution to become more uniform, while the opposite occurs in the 
case of upward flow. 

Conclusions 
The effect of buoyancy in the laminar mixed convection with 

viscous dissipation has been analysed with reference to a channel 
flow such that one of the boundaries is isothermal and the other is 
subjected to a uniform heat flux. The velocity field has been 
assumed to be parallel. The governing equations have been written 
in a dimensionless form such that the dimensionless velocity 
profile and the dimensionless temperature profile are uniquely 
determined by the heat-flux Brinkman number Br, and by the ratio 
between the Grashof number and the Reynolds number, e = 

Fig. 8 Plots of i) versus e for (a) Br, = -0.5, (b) Br, = 0.5, (c) Br, 
(d) Br, = 1, (e) Br, = -10 , (f) Br, = 10 

Gr/Re. The parameter Br, accounts for the effect of viscous 
dissipation, while the parameter e accounts for the effect of buoy­
ancy. The laminar forced convection with viscous heating has been 
considered as the base flow. The changes of the base flow induced 
by the effect of buoyancy have been taken into account by means 
of a perturbation series method. More precisely, the dimensionless 
velocity and the dimensionless temperature have been expressed as 
power series with respect to e. Obviously, the zero-order term of 
the perturbation series corresponds to the base flow, i.e., to forced 
convection. The finite radius of convergence of the perturbation 
series has been evaluated for some values of Br, by estimates of 
D'Alembert's ratio limit. Tables of the Nusselt numbers and of the 
Fanning friction factors have been presented. An analysis of the 
results has led to the following outcomes. 

(a) The effect of buoyancy is more apparent for upward flow 
than for downward flow. 

(b) Flow reversal next to the boundary with a prescribed 
temperature has been shown to occur for upward flow with a 
sufficiently high value of e and for positive values of Br,. 

(c) In the case of downward flow, the absolute values of the 
Nusselt numbers on both walls and the friction factor on the 
boundary with a prescribed temperature are increased by buoy­
ancy. The opposite occurs in the case of upward flow. 

(d) For a given value of Br,, the effect of buoyancy yields, for 
upward flow, an increase of the temperature difference between the 
channel walls, while, for downward flow, buoyancy causes a 
decrease of this difference. 
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Radiative Heat Transfer in 
Periodic Geometries Using a 
Finite Volume Scheme 
A procedure for computing radiative heat transfer in translationally and rotationally 
periodic geometries is presented. The finite volume scheme is applied to meshes 
composed of arbitrary polyhedral control volumes. The angular domain is discretized 
into a finite number of control angles over which radiant energy is conserved. At 
periodic boundaries, control angle overhang occurs because of the misalignment of 
the arbitrary periodic face with the global angular discretization and due to the 
arbitrary rotation of adjacent modules with respect to each other. A discretization 
scheme using control angle pixelation is developed to conservatively transfer radiant 
energy between adjacent modules. The method is tested for a variety of radiation 
problems and shown to perform satisfactorily. 

Introduction 
Periodic flow and heat transfer occurs in a number of engi­

neering applications. Heat exchangers employ repeating units 
of fins, dimples, or indentations to increase heat transfer area 
and improve heat exchanger performance. In many applications, 
rotational periodicity may be invoked. Burners and combustors, 
for example, employ swirler vanes and secondary air inlets 
which destroy axisymmetry. However, it is frequently possible 
to restrict computations to a single rotationally periodic module 
and thus to reduce computational time. It would be useful to 
devise general-purpose calculation procedures for radiative heat 
transfer in arbitrary geometries with arbitrary rotational and 
translational periodicity. 

Our objective is to devise a method for computing radiative 
heat transfer in periodically repeating domains, either of the 
translational or the rotational type, using the finite volume 
method (Raithby and Chui, 1990; Chai et al , 1994; Chui and 
Raithby, 1993; Murthy and Mathur, 1998a). In the discrete 
ordinates and finite volume schemes, the angular space is di­
vided into finite solid angles, each associated with an ordinate 
direction. These directions are fixed in the global coordinate 
system. At translationally periodic boundaries, there is, in gen­
eral, no guarantee that the boundary will align with the global 
angular discretization, resulting in control angle overhang. For 
rotational periodicity, radiant energy leaving the periodic 
boundary in a given direction reenters the domain at the oppos­
ing periodic boundary in a direction rotated by the periodic 
angle. For an arbitrary periodic angle in an arbitrary domain, 
there is no guarantee that either the original ray direction or the 
rotated direction coincides with the global angular discretiza­
tion, and again, control angle overhang results. It is necessary to 
account for this overhang in a manner which conserves radiant 
energy, so as to maintain the fundamental conservative property 
of finite volume schemes. Furthermore, unless the correct rota­
tion angle is imposed on the ray, incorrect results are obtained. 

A few examples of rotational and translational periodicity 
have been published in the literature. Kaviany and Singh (1993) 
used translationally periodic boundary conditions in conjunction 
with a Monte Carlo technique for computing radiation heat 
transfer in a bed packed with randomly placed spheres. Maruy-
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ama and Higano (1997) applied the REM2 technique to radia­
tion in a toroid for a fusion reactor application. Here, a rota­
tionally periodic domain of 36 deg was chosen, and ' 'mirror'' 
conditions were applied at the periodic boundaries. In axisym-
metric geometries, rotational periodicity is invoked in the tan­
gential direction to deduce a reduced set of governing equations 
(Modest, 1993). Chui and Raithby (1992) and Murthy and 
Mathur (1998b) exploited rotational periodicity in deriving con­
servative numerical schemes for axisymmetric geometries in 
the context of the finite volume method. However, in both these 
cases, the azimuthal angular discretization is adjusted to match 
the spatial discretization in the tangential spatial direction, 
avoiding control angle overhang. 

In this paper, we formulate a treatment of translationally and 
rotationally periodic domains based on the unstructured finite 
volume scheme of Murthy and Mathur (1998a). Energy conser­
vation is imposed on meshes of arbitrary polyhedra for each 
discrete angular direction. A pixelation algorithm is used to 
conservatively transfer energy between periodic modules. The 
scheme is applied to a number of periodic problems and shown 
to match ray tracing results and published numerical solutions. 

Governing Equations 

Radiative Transport Equation. The radiative transfer 
equation for a gray absorbing, emitting, and scattering medium 
in the direction s may be written as 

dlsj 

dxj 
= - ( /c( r ) + o- s(r))/(r, s) + S ( r , s) (1) 

where .?, are the components of s and 

B = K(r)/„(r) + ^ ^ f / ( r , s ' ) $ ( s \ s)a!fi', (2) 
4TT J HI 

Boundary Conditions 

The treatment of gray-diffuse boundaries has been described 
in Murthy and Mathur (1998a). We consider here radiative 
boundary conditions at periodic boundaries. 

Definition of Periodicity. A translationally periodic do­
main is shown in Fig. 1(a) . Here, each periodic boundary 
in the domain is associated with a corresponding periodic 
shadow. The periodic boundary is translated by a vector L 
to obtain the shadow boundary. A rotationally periodic do-

Journal of Heat Transfer Copyright © 1999 by ASME MAY 1999, Vol. 121 / 357 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Periodic 
Boundary 

(a) 

^ 

\ V 

(b) 

Fig. 1 Periodic domains; (a) translationally periodic, (b) rotationally pe­
riodic 

main is shown in Fig. 1(b). Here, the shadow boundary is 
obtained by rotating the periodic boundary by an angle \P 
about a unit axis vector e„. 

Thermal Periodicity. Consider the geometry in Fig. 1(a). 
For translationally periodic radiative transfer, the temperature 
exhibits a periodicity of the type 

T(r) = T(r + L) (3) 

where L is the translation vector. 

For rotationally periodic domains, such as that in Fig. 1(b), 

T(r) = T(f) (4) 

where 

f = MrCMr (5) 

M and C are orthogonal transformation matrices given by 
— eat/yl — elz eaxHl — elz 0_ 

M = -eaxejh - el, -emej4l - e2
az VI t -oyW/ j ' 

^ay 

C = 
cos $ 
sin * 

0 

-sin * 
cos \I/ 

0 

0 
0 
1 

(7) 

riere, ea L̂ a*> ôy, £az\ . 
Translational and rotational periodicity of the type described 

here is realizable without any restriction on thermal boundary 
conditions and fluid properties, save that they exhibit the same 
spatial periodicity imposed by the geometry. 

Radiative Boundary Conditions at Translationally Peri­
odic Boundaries. Consider Fig. 1 (a) . A ray in the direction 
sp which leaves the periodic boundary reenters the domain at 
the periodic shadow boundary in the direction ss, parallel to sp. 
The intensities on the periodic and shadow boundaries are thus 
related by 

I(r,„ sp) = I(rp + L, s.s). (8) 

Radiative Boundary Conditions at Rotationally Periodic 
Boundaries. Consider Fig. 1(b). A ray leaving the periodic 
boundary in the direction sp reenters the domain at the periodic 
shadow boundary in the direction s, where 

M rCMs„. (9) 

The intensities at the periodic and shadow boundaries are given 
by 

/(r„, sp) = / ( r „ s,) 

where rs is given by 

MrCMrD. 

(10) 

(11) 

(6) 

Numerical Method 
A detailed description of the basic method is available in 

Murthy and Mathur (1998a). We briefly summarize the main 
ideas and then consider the treatment of periodic boundaries. 

Spatial and Angular Discretization. The domain is dis-
cretized into arbitrary unstructured convex polyhedral cells, as 
shown in Fig. 2(a). All unknowns are stored at cell centers. 
The angular space 4n at any spatial location is discretized into 
discrete nonoverlapping solid angles w,, the centroids of which 
are denoted by the direction vector s,. The associated polar and 
azimuthal angles are (#,, </>,). Here 9 is measured from the z-
axis and <j> is measured from the y-axis. The (0, 4>) extents of 
the solid angle are given by A0 and A<j>, and are assumed 
constant. Each octant is discretized into Ne X N$ solid angles. 

Control Volume Balance. For each discrete direction i, 
Eq. (1) is integrated over the control volume CO and the control 
angle ojt to yield 

N o m e n c l a t u r e 

N„ 

A = area vector 
e„ = rotation axis for rotational peri­

odicity 
/ = intensity 

/6 = black-body intensity aT4/ir 
K = absorption coefficient 
L = translation vector for transla­

tional periodicity 
n = unit normal vector 

N$ = polar and azimuthal control 
angles per octant 

q = radiative heat flux 
r = position vector 

rp = position vector on periodic boundary 
rs = position vector on periodic shadow 
s = coordinate along ray 
s = ray direction vector 

sp = ray direction vector at periodic 
boundary 

s, = ray direction vector at periodic 
shadow 

T = temperature 

XJ 
A V 

<l> 
M> 
n 
u>t 

9 
</> 
0\r 

a 

•• coordinate direction 
: volume of control volume 
scattering phase function 
periodic rotation angle 
solid angle 
discrete solid angle associated 
with direction i 
polar angle 
azimuthal angle 
scattering coefficient 
Stefan-Boltzmann constant 
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Fig. 2 (a) Control volume; (b) control angle overhang 

Jfl^A-S,!,. (16) 

Here, A is the area vector at face /pointing out of the CO cell, 
as shown in Fig. 2. Using a first-order (step) scheme, we may 
write fus ing the value in the "upwind" cell 

h = I, upwind • (17) 

A second-order approximation to Itf may also be written (Mathur 
and Murthy, 1997) but is not pursued in this paper. 

Treatment of Control Angle Overhang. Two different ap­
proaches have been taken in the literature, and are described in 
Murthy and Mathur (1998a). Because these approaches are 
relevant for the treatment of periodic boundaries, we discuss 
them in detail below. 

Approach A. Consider the direction i at an interior face / . 
The solid angle u), is considered wholly outgoing when s, • A 
> 0, where s, is the mean direction associated with w,. Once 
a solid angle is determined to be either incoming or outgoing 
to / , the radiative transfer at the face in the solid angle UJ, is 
written using Eq. (16), with Eq. (17) providing Iif. This ap­
proach has been taken by Chai et al. (1994). 

Approach B. Here, the incoming and outgoing portions of 
the overhanging control angle i are treated differently. The face 
intensity Iif on the face / is written as 

(18) ' / / ~ '/,out^[,out ~i~ A'.in^i.i 

where 

<*;,< = A s sin 9d9d<f>, 
J AS, J A<t,, 

s-A > 0 (19) 

I JfIv = ( - ( * + a,)I,o + B()w,A"V0. 
and 

(12) 

Here Iif is the intensity associated with the direction ;' at the 
face / o f the control volume, and Il0 is the intensity at the cell 
CO. Jf is a geometric factor defined below. 

The source term S, is given by 

5, = Klb0 + -—• X Ijo7y 
4ir . 

where 

$(Sr'Sy)duJyd<Jr 

(13) 

(14) 

The black-body intensity Ih0 is based on the temperature of the 
cell CO. IJQ are the cell intensities in the directions j . 

Face Intensity Treatment. Since the directions s, are de­
fined with respect to a global coordinate system (x, y, z), the 
boundaries of the discrete solid angles u, do not necessarily 
align with arbitrary control volume faces and control-angle 
overhang results (Murthy and Mathur, 1998a). An example of 
control angle overhang is shown in Fig. 2(b). For unstructured 
and body-fitted meshes, control-angle overhang can occur at all 
interior and boundary faces, as well as at periodic boundaries. 

We define the vector 5, as 

- / / 
JA&, J i. 

s sin 9d9d(f>. (15) 
A<t>, *> AH, 

The integration in Eq. (15) is done analytically. For directions 
i with no control angle overhang at the face / , the left-hand 
side of Eq. (12) is written as 

au 
J A9f J A, 

s-A < 0. (20) 

In Eq. (19) the integration is over the outgoing portion of the 
control angle while in Eq. (20) it is over the incoming portion. 
/j,o u t is the face intensity associated with the outgoing portion 
of the control angle and /, Jn is that associated with the incoming 
portion. Under a first-order approximation 

and 

'(.out — 'id 

h.in — Ii\ • 

(21) 

(22) 

Here, Ii0 is the intensity in direction ;' in cell CO, and /; i is that 
in cell CI (see Fig. 2). 

Pixelation. The integrals in Eqs. (19) and (20) are com­
puted using pixelation (Murthy and Mathur, 1998a). Briefly, 
each control angle wt is subdivided into N9l X N4>l pixels. Each 
pixel / in solid angle u, is identified by a pixel direction s,,, 
written in terms of the pixel centroid angles (#,,, <j>u). The 
subtended solid angle is aju and the angular extents are A9lt and 
A</>/,. For the purposes of this paper, an equal angular distribu­
tion (A9h A(f>i) is used. For every pixel we define the vector 
Su as 

Stt = 
J At), JAifr, 

s sin 9d9d(j> (23) 

and the integration is done analytically. The pixel s(, is consid­
ered outgoing to / if su • A > 0 and incoming otherwise. The 
quantities a,,ollt and aiin are computed as 
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Fig. 3 Control angle overhang at (a) translatlonally periodic boundaries 
and (b) rotationally periodic boundaries 

aLom = A ' X Sit, pixels with sB• A a 0 (24) 

a,,in = A ' X Su, pixels with s,;'A < 0. (25) 

This procedure resolves control angle overhang up to the pixel 
resolution. Approach A is equivalent to approach B using 1 X 
1 pixelation. 

We emphasize that pixelation is not merely a refined angular 
discretization. Rather, it is a discrete method for computing the 
integrals in Eq. (19) and (20). Other methods, such as analyti­
cal integration, could be used as well. The same number of 
differential equations, Ne X N$ per octant, is solved regardless 
of whether approach A or approach B is used. 

It was found in Murthy and Mathur (1998a) that approaches 
A and B yielded results of similar accuracy when used at interior 
faces. At gray-diffuse boundaries, approach B resulted in more 
accurate solutions when the angular discretization was coarse, 
but was not necessary for fine angular discretizations. For the 
calculations in this paper, interior faces are treated using ap­
proach A, and all gray-diffuse boundaries are treated using ap­
proach B. 

Translationally Periodic Boundaries. Consider face / of 
cell CO on the periodic face in Fig. 3(a) . All energy leaving 
CO through / i n the direction s, in the solid angle u>t enters cell 
CI. The entry face i s / at the periodic shadow boundary, and 
the energy remains in the same solid angle in the same direction. 
Correspondingly, all energy leaving cell C1 in a given direction 
within a given solid angle enters cell CO. In this sense, CO and 
CI are neighbors, just like any other set of neighbor cells shar­
ing an interior face. The treatment of translationally periodic 
boundaries is thus identical to that described above. 

Rotationally Periodic Boundaries. Here, all control 
angles exhibit overhang for arbitrary rotational periodicity. We 
consider the two approaches in turn. 

Approach A. Consider Fig. 3(b). The direction i is consid­
ered outgoing to the periodic face / if s, • A > 0, where s, is 
the mean ray direction associated with the solid angle. The 

outgoing radiative transfer from cell CO at the periodic bound­
ary face / is given by 

Jfy=A-S;IiQ (26) 

for a first-order approximation. 
This energy enters cell CI at the periodic face / in the direc­

tion s,r where 

s,v = M rCMs,. (27) 

However, s,-r is not guaranteed to be coincident with any of the 
discrete directions sk of the underlying angular discretization. 
The energy transfer from the periodic face is assigned to the 
control angle s, at fs within which s;> falls. That is, s, satisfies 

M ) <*-(« + T ) <»> 
and 

( * - ? ) < * - ( * • ? ) • <»> 
Thus rotationally periodic boundaries result in a transfer of 
energy from the solid angle w, to the solid angle w,-. Once 
outgoing directions at both the periodic and shadow face are 
visited, the energy transfer from w, to all other solid angles, as 
well as the energy transfer from all other solid angles to a>,, is 
complete. This transfer is completely conservative. 

Approach B. Consider radiation in the solid angle w, at the 
face / o n the periodic boundary as in Fig. 3(b). As before, the 
solid angle is divided into N6l X N^ pixels. An outgoing pixel 
(Su'A. 2= 0) at /contributes 

Sti-AIif (30) 

to the radiative transfer leaving cell CO. Using a first-order 
approximation, we may write the contribution as 

S B - A / , 0 . (31) 

The energy leaving cell CO in the pixel centered about S;, enters 
cell C1 in the direction s,,_ where 

s,ir = MTCMs„. (32) 

If the pixel mean direction s,,v falls within the boundaries of the 
solid angle w,- at the periodic shadow, the radiative transfer to 
the direction j for cell C1 is augmented by the pixel energy 
(Eq. (30)). Here, s, satisfies Eqs. (28) and (29), with (9,ir, 
4>u~) substituted for (9ir, </>,r). With a first-order scheme, the 
energy transfer is given by Eq. (31). 

Thus energy leaving in a pixel at the periodic boundary is 
transferred to a rotated direction at the periodic shadow bound­
ary. By visiting all the outgoing pixels associated at both the 
periodic and shadow faces, the radiative transfer from solid 
angle w,- to other solid angles as well as the transfer from other 
solid angles to ujt may be computed. Approach B is thus a 
pixel-by-pixel implementation of approach A, and is completely 
conservative. The computation is accurate up to the pixel resolu­
tion. 

For rotationally periodic geometries, accounting for control 
angle overhang is critical in correctly rotating the intensity field 
to capture periodic behavior. Pixelation allows this rotational 
property to be captured up to the pixel resolution. Though pixe­
lation cannot eliminate the fundamentally discrete representa­
tion of the angular space that results in ray effects, it can miti­
gate these effects to a degree by improving the angular integra­
tion of radiant energy. 
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Periodic 
Boundaries 

lems the present results are compared with the results of ray-
tracing solutions. The solutions are obtained with a large num­
ber of rays (typically 800 per control surface); quadrupling the 
number of rays changes the solution by less than 0.3 percent. 

Radiation in Translationally Periodic Rhomboid. Radia­
tion with translationally periodic boundaries is considered in 
this problem. The domain is shown in Fig. 4(a). The aspect 
ratio LID is chosen as unity. The lateral walls extend half way 
up the cavity, as shown. All the walls of the domain are black, 
and at T = 0. The cavity contains an absorbing and emitting 
medium at Th. The angle /30 is 20 deg. The periodic boundaries 
exhibit control angle overhang in the cf> direction for all the 
angular discretizations used in the problem. The objective is to 
compute the net radiative heat flux on the bottom cavity wall 
for a variety of absorption coefficients and angular discretiz­
ations. The results are compared to a ray tracing solution ob­
tained by dividing the boundaries into control surfaces of length 
L/40, with 800 rays per control surface. 

Baseline calculations are done using structured quadrilateral 
meshes of 10 X 10, 20 X 20 and 40 X 40 cells for KL = 1.0. 
An angular discretization of 4 X 4 is used, with l x l pixelation 
(approach A). The maximum errors in the dimensionless in­
coming heat flux q* (=qlaT\) with respect to the ray tracing 

(b) 

Fig. 4 Translationally periodic rhomboid: (a) schematic and (b) triangu­
lar mesh 

Linear Solver. The discretization procedure leads to a set 
of linear equations relating the value of /, at the cell center to 
its cell neighbors: 

Qph,P — 2j anb'l,nb + O. (33) 

Here, nb is the number of cell neighbors of cell P. 
The cells CO and CI are coupled implicitly across transla­

tionally periodic boundaries because the energy transfer remains 
in the same direction. At rotationally periodic boundaries, how­
ever, there is a transfer of energy from one direction to another. 
The outgoing energy in the direction i again appears implicitly 
in the aP term for cell CO for direction i. However, the energy 
transferred to other directions from i appears explicitly in the 
b terms for those directions. Similarly, the energy transferred 
from other directions to the i direction appears in the b term 
for the i equation. 

The algebraic set for each direction is solved iteratively, loop­
ing through all the discrete directions in turn until convergence. 
The contributions of other directions are computed from prevail­
ing values. The system is solved using an algebraic multigrid 
procedure (Hutchinson and Raithby, 1986). For the examples 
in this paper, the Brandt cycle is used for intensity calculations. 
A Gauss-Seidel relaxation procedure is used at each multigrid 
level. 

Results 
Here we present results for a variety of radiation problems 

involving periodic boundaries. In the sections below, the angu­
lar discretization refers to that for an octant. The pixelation 
refers to that used for each control angle. Only boundary pixela­
tion is used in all examples below. For two-dimensional cases, 
there is no need for pixelation in the 9 direction; only 4> pixela­
tion is necessary. For purposes of timing, a solution is judged 
to have achieved convergence when the solution residual falls 
by four orders of magnitude. All timing results have been ob­
tained using a Sun Ultra 1 work station. For the first two prob-

0.6 

Ray Tracing 

FV (4x4) 

KL = 0.1 

x/L 

(a) 

Ray Tracing 

FV(2x2,1x1 pixelation) 

FV (2x2,1x10 pixelation) 

FV(4x4,1x1 pixelation) 

FV (4x4, 1x10 pixelation) 

x/L 

(b) 

Fig. 5 Translationally periodic rhomboid: heat flux on bottom wall for 
(a) different optical thicknesses and (b) different angular discretizations 
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Fig. 6 Translationally periodic rhomboid: heat flux on bottom wall for 
different optical thicknesses using triangular mesh 

Periodic \ 
Boundary ^ 

Computational 
Domain 

(a) 

solution for the 10 X 10, 20 X 20 and 40 X 40 mesh are 3.4 
percent, 1.5 percent, and 1 percent, respectively. The 40 X 40 
mesh is used for all further calculations. 

Figure5(a) shows the prediction of q* for KL - 0.1, 1.0, and 
10.0. An angular discretization of 4 X 4 with l x l pixelation 
(approach A) is used. The maximum errors for the three cases 
are under two percent. 

Figure 5(b) shows a comparison of computed q* for various 
angular discretizations and pixelations for KL = 1.0. The 2 X 
2 angular discretization is not fine enough to capture the details 
at the corners of the domain. The 4 x 4 discretizations produces 
good results, with maximum errors of under two percent. Pixela­
tion appears to offer no significant gain in accuracy. This result 
is in keeping with those obtained in Murthy and Mathur (1998a) 
where interior pixelation was shown not to change results sub­
stantially. 

For the 40 X 40 mesh, a 2 X 2 angular discretizations with 
l x l pixelation requires approximately 3.1 seconds to con­
verge. The corresponding time for 4 X 4 angular discretization 
is 11.2 seconds. For a 1 X 10 pixelation, the corresponding 
times for the 2 X 2 and 4 x 4 discretizations are 3.2 seconds 
and 11.3 seconds, respectively. Because the number of boundary 
faces is so small, there is no appreciable performance difference 
between approaches A and B. 

Calculations are also done using an unstructured triangular 
mesh of 2542 cells, shown in Fig. 4(b). Figure 6 shows the 
variation of q * on the bottom wall for different optical thick­
nesses for a 4 X 4 angular discretization for 1 X 1 pixelation. 
The errors with respect to the ray-tracing solution are found to 
be under two percent for all three optical thicknesses, and are 
of approximately the same magnitude as those using the quadri­
lateral mesh. 

Radiation in Rotationally Periodic Domain. Here we 
consider participating radiation in the domain shown in Fig. 
1(a). We consider the cylindrical annulus formed by two cylin­
ders of radius r, and r„, respectively. The inner cylinder has 
vanes attached to it, spaced at an angle Afid, and angled at f30 

with respect to the radial direction. The vanes extend half way 
across the annulus. The calculation domain consists of one rota­
tionally periodic module of extent A0d and is positioned as 
shown in Fig. 7 with respect to the global coordinate system. 
The annulus is filled with an absorbing and emitting medium 
at Th, with an optical thickness /cr,. As before, all walls are 
black and at T = 0. The objective is to compute the dimen-
sionless incoming radiative heat flux q* to the bottom wall and 
to compare it with that obtained by a ray tracing solution using 
800 rays per control surface, with 40 control surfaces on the 

Fig. 7 
mesh 

(b) 

Rotationally periodic domain: (a) schematic and (6) triangular 

cylindrical and periodic boundaries and 20 control surfaces on 
the vanes. For the calculations performed here, /30 is 20 deg, 
A/3rf is 40 deg, r,,/^ = 2 and rjr, = 1.5. 

Baseline computations are done with two quadrilateral struc­
tured meshes of 20 X 20 and 40 X 40 cells, respectively, for 
KT, = 1.0. An angular discretization of 4 X 4 with 1 X 10 
pixelation is used. The maximum error with respect to the ray 
tracing solution for the coarse and fine meshes are 2.9 percent 
and 1.8 percent, respectively. The 40 X 40 mesh is used for all 
further comparisons. 

Figure 8 shows q* on the bottom wall for different optical 
thicknesses using a 4 X 4 angular discretization with 1 X 10 
pixelation. The data on the bottom wall has been rearranged so 
that the angular range covered by the plot is —20 deg < /? •& 
20 deg, with (3 being measured from the y-axis, as shown in 

0.6 

Kr, = 1.0 
Ray Tracing 
FV (4x4,1x10 pixelation) 

Kr. = 0.1 

-10 
P (degrees) 

Fig. 8 Rotationally periodic domain: heat flux on bottom wall for differ­
ent Kf; 
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Ray Tracing 

FV (2x2,1x1 pixelation) 

FV(2x2,1x10 pixelation) 

FV(4x4,1x1 pixelation) 

FV (4x4,1x4 pixelation) 

FV (4x4,1x10 pixelation) 

|J (degrees) 

(a) 

•20 

Krr = 1.0 

Ray Tracing 

FV (4x4,1x10 pixelation) 

KT, = 0.1 

(3 (degrees) 

Fig. 10 Rotationally periodic domain: heat flux on bottom wall for differ­
ent Kr, lor triangular mesh 

Ray Tracing 

FV(8x8,1x1 pixelation) 

FV (8x8,1x10 pixelation) 

FV (16x16,1x1 pixelation) 

FV (16x16, 1x10 pixelation) 

p" (degrees) 

(b) 

Fig. 9 Rotationally periodic domain: heat flux on bottom wall for differ­
ent angular discretizations 

Fig. 7. The errors with respect to the ray-tracing solution are 
1.6 percent, 1.8 percent, and 0.7 percent for KT, = 0.1, 1.0, and 
10.0, respectively. Figures 9(a) and (b) show a comparison of 
different angular discretizations and pixelations for K/-, = 1.0. 
A measure of solution correctness is the continuity of q * across 
the periodic boundary, which occurs at J3 = 0. For coarse angu­
lar discretizations using approach A (1 X 1 pixelation) a jump 
in q* is seen at /3 = 0, signaling errors in ray rotation at the 
periodic boundary. These errors persist even with an 8 X 8 
angular discretization (Fig. 9(b)), but are substantially reduced 
for a 16 X 16 angular discretization. When 1 x 1 0 pixelation 
is used, the predicted q * improves dramatically, with the maxi­
mum error under three percent for all the angular discretizations 
considered; for the 16 X 16 angular discretization, the maximum 
error is 0.76 percent. Calculations with a coarser 1 X 4 pixela­
tion and a 4 X 4 angular discretization yielded results similar 
to the 1 X 10 pixelation. 

For the 40 X 40 mesh, a 2 X 2 angular discretization with 1 
X 1 pixelation requires approximately 3.9 seconds to converge. 
The corresponding time for 4 X 4 angular discretization is 14 
seconds. For a 1 X 10 pixelation, the corresponding times for 
the 2 X 2 and 4 X 4 discretizations are 4.7 seconds and 14.25 
seconds, respectively. Typically, about eight iterations are re­
quired to obtain convergence. 

Journal of Heat Transfer 

Calculations are also done using a triangular mesh of 2888 
cells, shown in Fig. 1(b). Figure 10 shows the variation of o* 
on the bottom wall for KT, = 1.0 for an angular discretization 
of 4 X 4 for 1 X 10 pixelation. The maximum errors for KT/ = 
0.1, 1.0 and 10.0 are 1.2 percent, 1.5 percent, and 0.7 percent, 
respectively. These errors are approximately of the same order 
as those obtained on the quadrilateral mesh. 

Scattering in Cylindrical Enclosure. In this final problem, 
we consider isotropic scattering in an axisymmetric cylindrical 
domain shown in Fig. 11. The top and bottom walls of the 
cylinder are cold at T = 0, as is the medium contained in the 
cylinder. The lateral curved walls are black and hot, at Th. The 
medium does not absorb or emit, but scatters isotropically with 
osr„ = 1. The ratio rJL is 0.5. Kim and Baek (1997) have 
presented the dimensionless net radiative flux on the lateral 
curved wall assuming axisymmetry. Here we use a three-dimen­
sional rotationally periodic domain as shown in Fig. 11, with 
A/3,, = 40 deg centered symmetrically about the x-axis. This 
ensures that both rotationally periodic boundaries exhibit con­
trol angle overhang for all the angular discretizations considered 
here. Our objective is to match the axisymmetric results for 
radiative heat flux on the lateral wall. 

A uniform mesh of 20 X 21 X 20 cells is used in the r, (3, 
and z directions, respectively. Figure 12(a) shows the variation 
of the dimensionless net radiative heat flux qna (=qloT\) leav­
ing the lateral curved wall for 2 X 2 angular discretization. Two 
P locations are considered; the first is located at /? = 70.95 deg 

Apd 

Fig. 11 Scattering in cylindrical domain: schematic 
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0 Kim & Baek 

P=90° (1x1 Pixelation) 
p=70.95° (1x1 Pixelation) 
p=90° (10x10 Pixelation) 
P=70.95° (10x10 Pixelation) / , ' 

0.4 0.6 

Z/L 

(a) 

° Kim & Baek 

p=90° (1x1 Pixelation) 
P=70.95° (1x1 Pixelation) 
p=90° (10x10 Pixelation) 

P=70.95° (10x10 Pixelation) 

0.6 0.8 

z/L 

(b) 

Fig. 12 Scattering in cylindrical domain: heat flux on lateral wall for (a) 
2 x 2 angular discretization, and (b) 4 x 4 angular discretization 

and the other is at /3 = 90 deg i.e., along the vertical centerline 
on the wall; fl is measured from they-axis. Figure 12(b) shows 
the corresponding plots for a 4 X 4 angular discretization. For 
l x l pixelation, the results on the two locations differ signifi­
cantly from each other. The maximum errors for the 2 X 2 
angular discretization are 16 percent and 50.5 percent at the 90 
deg and the 70.95 deg locations, respectively. The correspond­
ing errors for the 4 X 4 case are 0.32 percent and 25.59 percent, 
respectively. With pixelation, the answers improve dramati­
cally, and the solutions at the two fl locations become much 
closer. For 10 X 10 pixelation, the errors for the 2 X 2 case 
are 9.8 percent and 12.7 percent at the 90 deg and 70.95 deg 
locations, respectively. The corresponding values for the 4 X 4 
discretization are 0.2 percent and 2.4 percent, respectively. A 
calculation is also done with the 4 X 4 angular discretization, 
but with 4 x 4 pixelation (not shown). The maximum error 
with respect to the solution of Kim and Baek is under 0.2 
percent. When very fine angular discretization is used (16 X 
16), the computations become insensitive to pixelation and 

nearly identical solutions are obtained with approaches A and 
B (not shown); the departure from the solution of Kim and 
Baek is under 0.2 percent. 

The 2 X 2 and 4 x 4 angular discretizations with 1 X 1 
pixelation require 3.8 minutes and 14.22 minutes to achieve 
convergence on this 8400-cell mesh. A 4 X 4 pixelation requires 
11 percent more computational time than the 1 X 1 pixelation. 
A 10 X 10 pixelation requires approximately 40 percent more 
computer time than the 1 X 1 pixelation in this three-dimen­
sional problem. For many practical problems, a coarse pixela­
tion offers a good compromise between accuracy and cost. 

Closure 
The finite volume method for computing radiative heat trans­

fer has been extended to domains with periodic boundaries. 
Pixelation is used to account for control angle overhang, and 
to correctly redistribute radiant energy at rotationally periodic 
boundaries. In the examples considered here, pixelation has 
been shown to be very important in controlling solution error 
in rotationally periodic geometries. 

In the present treatment, the intensity equations are solved 
sequentially, visiting each direction in turn. At rotationally peri­
odic boundaries, this leads to an explicit coupling between the 
different intensity equations. The calculation procedure may 
benefit from implicit coupling, whereby all intensity equations 
at a cell are solved simultaneously. This approach will also 
benefit other situations where this type of explicit coupling is 
encountered: domains with symmetry and specular boundaries, 
interfaces between semi-transparent media, and strong scatter­
ing. This and other extensions are currently being pursued. 
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Nucleate Boiling Heat Transfer 
of Binary Mixtures at Low to 
Moderate Heat Fluxes 
A model for nucleate pool boiling heat transfer of binary mixtures has been proposed 
based on an additive mechanism. The contributing modes of heat transfer are (i) the 
heat transferred by microlayer evaporation, (ii) the heat transferred by transient 
conduction during the reformation of the thermal boundary layer, and (Hi) the heat 
transferred by turbulent natural convection. The model takes into account the micro-
roughness of the heating surface which has been defined quantitatively. The model 
compares satisfactorily with data obtained in the present study and in the literature. 
These data were obtained on a variety of heating surfaces such as a vertical platinum 
wire, a horizontal stainless steel tube and flat horizontal aluminium, and stainless 
steel surfaces (with various surface finishes) thereby demonstrating the validity of 
the model. 

Introduction 

Nucleate boiling is characterized by the formation of vapor 
at preferred sites ("nucleation" sites) on a heating surface that 
is submerged in the liquid and maintained at a temperature 
above the saturation temperature of the liquid. In the present 
study, a model has been developed for pool boiling of binary 
mixtures based on an additive mechanism. Nucleate pool boiling 
of binary mixtures finds many applications in the refrigeration 
and air conditioning industry, the chemical process industries 
such as the liquid natural gas industry, and in the reboilers of 
distillation columns among others. 

A number of empirical correlations and models are available 
to estimate the heat flux and to explain the mechanism in satu­
rated nucleate pool boiling of pure liquids. These have been 
summarized by Hsu and Graham (1976), Hahne and Grigull 
(1977), Van Stralen and Cole (1979), and Stephan (1992) 
among others. On the other hand, for boiling of binary mixtures 
a number of correlations are available to estimate the heat trans­
fer coefficients (summarized by Van Stralen and Cole, 1979; 
Thome and Shock, 1984; Kadhum et al , 1994; Celata et al., 
1994; among others) though only a few models. In most of the 
earlier investigations available in the literature, the heat transfer 
coefficient in the boiling of a binary mixture was correlated in 
terms of an "ideal" heat transfer coefficient and a "reduction 
factor." The ideal heat transfer coefficient was generally the 
heat transfer coefficient obtained from correlations for pure liq­
uids using average mixture properties. The reduction factor is 
a function of the fhermophysical and transport properties of the 
binary mixtures, the vapor-liquid equilibrium relationship and 
the slope of the vapor pressure curve. It apparently takes into 
account slower bubble growth rates, smaller departure diame­
ters, and nonlinear variation of the mixture properties with com­
position. 

One of the earliest correlations for binary mixtures was devel­
oped by Palen and Small (1964) for reboilers of distillation 
columns. The ideal heat transfer coefficient was calculated from 
McNelly's (1953) correlation proposed for pure liquids using 
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average physical properties and the temperature difference used 
was the difference between the dew point and the bubble point. 
Tolubinskiy and Ostrovskiy (1969) obtained experimental data 
for ethanol-water mixtures and proposed a correlation in terms 
of the Nusselt number based on their data. They assumed that 
the Lewis-Lykov number (ratio of conduction heat transfer and 
diffusion mass transfer, commonly known as the Lewis number) 
is unity for binary mixtures. 

Stephan and Korner (1969) suggested that the wall superheat 
in the boiling of binary mixtures consisted of two terms, an 
ideal superheat and an "excess" superheat. The ideal superheat 
for the mixture is obtained using the linear molar mixing law 
at a given heat flux. They observed that the maximum wall 
superheat corresponded to a maximum in | y -X |, the absolute 
value of the difference in the mole fractions of the more volatile 
component in the vapor and in the liquid. Their correlation took 
into account the influence of pressure (the pressure ranged from 
one to ten atmospheres) and contained a constant which varied 
with the binary system used. Happel and Stephan (1970) pro­
posed an empirical correlation for the heat transfer coefficient 
in the boiling of binary mixtures in terms of an ideal heat 
transfer coefficient and the concentration difference | y-x \. The 
correlation contained two constants which had to be determined 
experimentally for each system, heat flux, and pressure. Calus 
and Rice (1972) obtained a semi-empirical correlation by relat­
ing the reduction in the bubble growth rate in the boiling of 
binary mixtures to the reduction in the heat transfer coefficient. 
They obtained boiling data of different aqueous mixtures on 
wires and tubes. Calus and Rice (1972) used Scriven's (1959) 
bubble growth expression for spherical bubble growth remote 
from a wall and related the heat transfer coefficient to the con­
centration difference | y-x | and the ratio of the mass and thermal 
diffusivities. The ideal heat transfer coefficient was estimated 
using the correlation due to Borishanskii et al. (1969). Calus 
and Leonidopoulous (1974) studied the variation of wall super­
heat with composition. They obtained an expression for the 
empirical constant in Stephan and Korner's (1969) correlation 
by using a modified Jakob number in Scrivan's (1959) bubble 
growth expression. They compared their correlation with their 
own experimental data obtained with 11 mixtures of w-propa-
nol—water boiling on a thin, horizontal nickel-aluminium alloy 
wire. 

Thome (1981) followed an approach similar to that of Calus 
and Leonidopoulous (1974). He used the ideal superheat defi­
nition of Stephan and Korner (1969), that is assuming the 
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linear molar mixing law. He further assumed that the thermal 
boundary layer is replaced in a cyclic manner due to recurring 
bubble growth and departure. Using literature correlations for 
the bubble departure diameter, the frequency, and the thermal 
boundary layer thickness, Thome (1981) obtained an expression 
for the heat transfer coefficient in terms of an ideal heat transfer 
coefficient and a correction factor (due to the presence of a 
second liquid) as proposed by Calus and Leonidopolous 
(1974). On the other hand, Schlunder (1983) assumed that the 
latent heat accounts for all the heat transferred from the surface 
during bubble growth and that the concentration difference of 
the more volatile component between the liquid and the vapor 
at the interphase is the same as that in the bulk. Using these 
assumptions, he developed a correlation for the nucleate boiling 
of binary mixtures which contained only one adjustable parame­
ter and the mass transfer coefficient of the more volatile compo­
nent. 

Thome (1983) assumed that the rise in local boiling point 
due to preferential evaporation of the more volatile component 
is controlled by the rate of evaporation. This boiling point rise 
was determined by Thome (1983) using only phase equilibrium 
data. The correlation obtained matched available boiling data 
of six binary mixtures and was valid up to 28 atmospheres 
pressure. Unal (1986) proposed an empirical correlation relat­
ing the heat transfer coefficient to an ideal heat transfer coeffi­
cient and four constants using dimensional analysis. The corre­
lation requires only knowledge of the phase equilibrium data 
and does not include an empirical constant or the properties of 
the binary mixture. Thome and Shakir (1987) analysed the 
expression for the slope of the bubble point curve used by 
Schlunder (1983) and concluded that the actual slope is pre­
dicted by the expression due to Schlilnder (1983) only at one 
composition. The authors then used the boiling range (the differ­
ence between the dew point and the bubble point) to approxi­
mate the slope of the bubble point curve. They compared their 
heat transfer correlation with four sets of boiling data on aque­
ous binary systems. 

Yang and Chou (1988) proposed an expression to estimate 
the peak heat flux for binary mixtures. Only phase equilibrium 
data are required and their are no empirical constants. The au­
thors assumed that the rate of depletion of the more volatile 

component is controlled by the rate of evaporation and used an 
approach similar to Palen and Small (1964) and Thome (1983). 
However, while Palen and Small (1964) and Thome (1983) 
proposed correlations for estimating the boiling heat transfer 
coefficients, Yang and Chou's (1988) correlation is only for 
the peak heat flux. 

Kadhum et al. (1994) analyzed the available correlations for 
prediction of nucleate pool boiling heat transfer coefficients of 
binary mixtures. They concluded that the correlations due to 
Schlunder (1983) and Thome and Shakir (1987) give the best 
fit, when the ideal heat transfer coefficient was estimated from 
the correlations for pure liquids due to Stephan and Abdelsalam 
(1980). 

Fujita and Tsutsui (1997) measured heat transfer coefficients 
in nucleate pool boiling of five binary mixtures at atmospheric 
pressure over a wide range of heat flux. Fujita and Tsutsui 
(1997) also found that the heat transfer coefficients of mixtures 
were less compared to the values interpolated between those of 
the constituent pure liquids. They found the reduction to be a 
function of the mixture composition and was more pronounced 
at higher heat fluxes. Fujita and Tsutsui (1997) proposed a 
correlation which is a modification of Thome's (1983) correla­
tion and this fit their data within ±20 percent. Chiou et al. 
(1997) generated pool boiling heat transfer data for the system 
R22-R124 on plain tubes at reduced pressures. Significant re­
ductions in heat transfer coefficients were found for the mix­
tures, the reduction being greater in the vicinity of the pure 
components and a stronge function of the nonlinear variation 
of liquid mixture viscosity and mixture latent heat. Based on 
their data, Chiou et al. (1997) proposed a correlation which 
satisfactorily predicted the reduction in heat transfer coefficients 
for their data as well as those in the literature. 

There are a few heat transfer models available which can be 
used to estimate and explain the dominant modes of heat transfer 
in nucleate pool boiling of binary mixtures. Thome (1982) 
extended the analysis of Mikic and Rohsenow (1969) for the 
nucleate pool boiling of pure liquids to binary mixtures by 
assuming the volume of the liquid carried away by a departing 
bubble to be twice the diameter of the bubble at departure. The 
departure or growth time is estimated from a conduction view 
point. The model showed good agreement with published data. 

N o m e n c l a t u r e 

a = area of influence, m2 

A = surface area, m2 

A, = instantaneous area of the micro-
layer, m2 

Ar = Archimedes number i. = {glv]) 
(vKptg))1-5) 

B = constant defined by Eq. (9) 
Cp = specific heat, J/(kg K) 
D = bubble diameter, m 

DAB = mass diffusivity, m2/s 
Db = departure diameter of the bubble, 

m 
Dd = diameter of dry area under the 

bubble, m 
Gr = Grashof number ((g/3L\Tw-

Ts))lv
2) 

h = heat transfer coefficient, W/ 
(m2.K) 

Ja = Jakob number ( = (p,Cp,(Tw -
Ts))/(Pv\)) 

k = thermal conductivity, W/(m.K) 
L = characteristic length of heating 

surface in Eq. (24), m 
N = number of active nucleation sites 
P = pressure, N/m2 

Pr = Prandtl number (=Cpfj,/k) 
q = heat flux, W/m2 

Ra = centerline average, pxa 
t = time, s 

T = temperature, K 
AT = temperature driving force, K 

V = volume, m3 

x = mass fraction of the more volatile 
component in the liquid phase 

X = mole fraction of the more volatile 
component in the liquid phase 

y = mass fraction of the more volatile 
component in the vapor phase 

Y = mole fraction of the more volatile 
component in the vapor phase 

Greek Letters 
a = thermal diffusivity, m2/s 
P = volumetric coefficient of thermal 

expansion, K_1 

y = parameter defined by Eq. (3) 
6 = instantaneous microlayer 

thickness, m 
8 = surface roughness defined by Eq. 

(27) 

\ = latent heat of vaporisation, J/kg 
fj, = dynamic viscosity, Pa.s 
v = kinematic viscosity, m2/s 

£mi* = properties-profile parameter 
p = density, kg/m3 

a = surface tension, N/m 
<p = constant defined by Eq. (4) 

Subscripts 
av = average 
B = bubble 

eff = effective 
g = growth (time) 
/ = liquid 

ME = microlayer evaporation 
mix = binary mixture 
NC = natural convection 

pure = pure liquid 
R = reformation 
s = saturation 

tot = total 
v = vapor 

w = heating surface; waiting (time) 
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However, the effect of the microroughness of the heating sur­
face on the boiling phenomena of binary mixtures has not been 
examined in detail. The present study is concerned with the 
development of a mechanistic model for nucleate pool boiling 
of binary mixtures incorporating the effect of the surface micro-
roughness, and an experimental investigation of the boiling phe­
nomena of binary mixtures on heating surfaces with different 
surface microroughness. 

In an earlier study, Benjamin and Balakrishnan (1996) exam­
ined the nucleate pool boiling phenomena of pure liquids at low 
to moderate heat fluxes. Different pure liquids were boiled on 
two surfaces, namely aluminium and stainless steel, polished 
with different grades of emery paper. A mechanistic model 
incorporating the effect of the microroughness of the heating 
surface on the boiling heat flux was also developed. They as­
sumed that the liquid layer trapped under a growing bubble 
(the microlayer) contributes almost the entire liquid for bubble 
growth and phase change and that the heat transferred by micro-
layer evaporation accounts for more than 45 percent of the total 
heat flux. In the boiling of a pure liquid, the liquid and vapour 
compositions are the same and hence the entire boiling process 
is heat transfer controlled. In contrast, when a binary mixture 
is boiled, the vapor-liquid equilibrium of the mixture allows the 
vapor and liquid phases to be at different compositions. Hence, 
as a binary mixture evaporates on a heating surface, the bubble 
contains more of the lighter component. This implies that the 
microlayer is depleted of the more volatile component. This 
results in mass diffusion of the more volatile component from 
the bulk to the microlayer. Therefore, in the boiling of binary 
mixtures, a portion of the driving force (T„ - Ts = AT,) is 
utilized in overcoming this mass transfer resistance. This effec­
tive driving force in the case of binary mixtures has been corre­
lated in terms of the apparent wall superheat and the thermal 
and mass diffusivities of the liquid by many investigators (sum­
marized by Thome and Shock (1984) and Celata et al. (1994)). 
In the present study also the wall superheat is corrected for 
mass transfer effects and incorporated in the model. 

The Model 

The total boiling heat flux consists of 

(i) the heat flux associated with the evaporation of the micro-
layer (qME), 
(ii) the heat flux associated with the reformation of the ther­
mal boundary layer by transient conduction after the bubble 
departs (qR), and 
(iii) the heat flux associated with turbulent natural convection 
( 9 N C ) -

The heat transfer area is subdivided into (i) active area, over 
which phase change occurs and (ii) nonactive area over which 
turbulent natural convection alone occurs. The first two modes 
occur over the active area, temporally divided, while the last 
occurs over the nonactive area at all times. 

The total boiling heat flux is given by 

QMefg + <?R£W 
+ <?NC- (1) 

Microlayer Evaporation. As a bubble forms over a hot 
surface a thin liquid layer (the microlayer) is left under the 
bubble owing to the high viscous stresses close to the heating 
surface and the bubble grows by the evaporation of this micro-
layer. The inherent assumption made in this study is that the 
bubble grows only by the evaporation of the microlayer and 
therefore mass transfer of the more volatile component is only 
to the microlayer. Benjamin and Balakrishnan (1996) derived 
an analytical expression for the volume of microlayer evapo­
rated in the boiling of a pure liquid (Appendix) as 

VME = ^ 5 2 A r ° - 2 7 J a ( a ( g ' - 5 (2) 

where y is the surface-liquid interaction parameter and is de­
fined as 

kip,cPl 

<t> is a constant given by 

0 = 1 -

(3) 

(4) 

B is the bubble growth constant, Ar the Archimedes number, 
and Ja the Jakob number. 

Using dimensional analysis, Cooper et al. (1978) developed 
an expression for the bubble volume of a pure liquid as 

- • ' / 

•'ipureJ'ipureV O-pure r (5) 

where A is the surface area of the growing bubble. Extending 
this to a binary mixture by including the mass fraction of the 
more volatile component and using mixture physical properties, 
the above equation can be written as 

dt 
nix — !•! I AmjXJaraiXxvamjX —F (6) 

is estimated using the effective wall The Jakob number, Jamlx, 
superheat. 

In the present study, the effective and actual temperature 
driving forces are related by 

Are f t = TW- T._ i - My (7) 

The form of the correction term is similar to the proportionality 
of the mass transfer coefficient to the mass diffusivity in the 
penetration theory of Higbie (1935). The above equation is 
also similar to that used by Calus and Rice (1972). The concen­
tration difference | y - x | is the driving force for mass diffusion 
of the more volatile component to occur. Since mass diffusion 
is obviously the slower (and rate controlling) process (DAB <Z 
«mix)> ( £ W o w ) 0 ' 5 is a measure of the resistance to heat trans­
fer. Equation (7) therefore quantifies the effective driving force 
in the boiling of binary mixtures. 

Using the bubble growth data of Zmola (1950) and Siegel 
and Keshock (1964), Benjamin and Balakrishnan (1996) corre­
lated the instantaneous bubble diameter of a growing bubble as 

D{t) = SAr0135(Jaa /t)° (8) 

In the present study, the above equation is assumed to de­
scribe the bubble growth of a binary mixture also, with the 
physical properties used being the binary mixture physical prop­
erties and the effective wall superheat (while estimating Jakob 
number) as given by Eq. (7). Further, in the present study, the 
bubble growth constant was estimated (by curve fitting experi­
mental data from the literature with the final model equations) 
as 

B = 1.65 X 10" 
L'Pmix^g 

VM (9) 

The performance of the bubble growth correlation after de-
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Fig. 1 Performance of the bubble growth correlation 

fining B (as in Eq. (9)) is shown in Fig. 1. Using Eqs. (5) to 
(9), the ratio of the bubble volume of a binary mixture to that 
of a pure liquid is 

Vmix _ fPmixCp^Y(pVp^\ 

\ Ppure (-*/>. Pvmhi ^ m 

1.5 / A \ 1.27 

Ar™ 

C„ Tg . 

/'mix Smix 

/'pure £pure 

y-x 

2 '\ \2 

" •Dure \ 
•pure 

(10) 

The volume of microlayer evaporated in the boiling of a binary 
mixture is obtained by assuming that the ratio of the volumes 
of microlayer evaporated is equal to the ratio of the bubble 
volumes. That is 

= V M 
v„ 

(11) 

Using Eq. (2) and Eq. (10) in Eq. (11), the volume of micro-
layer evaporated in the boiling of a binary mixture is obtained. 
The heat flux associated with the microlayer evaporation of a 
binary mixture is 

(1.65 X 10~3)2 / CP Tg \2 i- 27 
<7ME = — — 7 I 70V7T Ar^ r e Ja p u r e (a p u r e ) i ' 

20 

J _ / PmmCPm. 
Impure P' 

ff \pVUKcPmJ \ P ^ K 

Ppurc Spur ArD1 

X x \y (N/A) (12) 

where N/A is the nucleation site density. 

Thermal Boundary Layer Reformation. After a bubble 
departs, fresh liquid comes into contact with the heating surface. 
This liquid is assumed to be heated by transient conduction, 
with a step change in temperature at the surface. The instanta­
neous heat flux for this situation is given by Carslaw and Jaeger 
(1959) as 

^mix ( 1 w 1 gmi. ) 
(13) 

(7ramix?) 

Therefore, the average heat flux during the waiting time (tw) is 

<?a 
t„ Jo 

^cond "-I 
(TramiJw)0 (14), (15) 

As each bubble departs, it carries along with it a portion of 
the thermal boundary layer in its wake (the area of influence, 
a). Han and Griffith (1965) have postulated that this area is 
four times the projected area of the bubble for pure liquids. 
That is, the area of influence is 

(16) 

Equation (16) is assumed to be valid for binary mixtures also. 
The correlation for bubble departure diameter given by Ste-

phan (1992) for a pure liquid is assumed for a binary mixture 
using mixture properties and compared with the experimental 
data of Tolubinskiy and Ostrovskiy (1966, 1969) and Isshiki 
and Nikai (1973). While the equation appears to fit reasonably 
well (±60 percent) the data on ethanol-water and ethanol-buta-
nol mixtures of Tolubinskiy and Ostrovskiy (1969) if the con­
stant in Staphan's (1992) correlation is changed from 0.25 to 
0.48, it does not fit the data of Isshiki and Nakai (1973) at all. 
The modified correlation of Stephan (1992) is 

D„ = 0.48 
?(Pm ^"mlx ) 

1 + 
Pr 

1 

Arm 

(17) 

Therefore the heat flux associated with thermal boundary layer 
reformation is given by 

<?K = 2 
kmixpmi*CPm 

(N/A).a(T„-T8mi) (18) 

Tw - TSMx is used here (and not Eq. (7)) because during the 
reformation of the thermal boundary layer, there is no evapora­
tion and consequently no mass transfer effects which reduce 
the available driving force. Therefore, the average heat flux for 
one bubble cycle is 

ycycle 
<lMBtg + qitK (19) 

<7ME and qR are time weighted because they occur alternately 
over the active area. The heat flux qME represents the latent heat 
absorbed by the bubble as it grows, while qR is the heat flux 
associated with the thermal layer reformation—that is the heat 
required to superheat the fresh liquid that fills the nucleation 
site from the bulk when a bubble departs. The waiting and the 
growth times are related to the bubble frequency by 

/ = 
1 

(20) 

The bubble frequency can be estimated by a correlation due 
to Malenkov (reported by Stephan, 1992), assuming the corre­
lation to be valid for binary mixtures when the mixture proper­
ties are used. 
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1 + 
4<Tmix 

Dlpmixg, 
(21) 

When compared to the data of Tolubinskiy and Ostrovskiy 
(1966) for ethanol-water and ethanol-butanol mixtures, there is 
wide scatter but there does not seem to be any trend in any 
direction. The waiting and the growth times are related for pure 
liquids as (Van Stralen et al., 1975) 

tw = 3 t , . (22) 

Equation (22) is assumed to be valid for binary mixtures also. 
From the above, qcycl!. can be estimated. 

Turbulent Natural Convection. The heat transfer coeffi­
cient according to McAdams (1954) for turbulent natural con­
vection is 

= 0.14 | (Grmix PrmiJ° (23) 

where Gr is the Grashof number. The nonactive area is 1 — 
(N/A).a. Hence the heat flux associated with turbulent natural 
convection is 

<?NC c[l -(N/A).a}(Tw-TSml) (24) 

The total boiling heat flux can now be estimated from Eq. (1). 
The nucleation site density (N/A) is estimated by a correla­

tion proposed by Benjamin and Balakrishnan (1997). Different 
compositions of binary mixtures were boiled on aluminium and 
stainless steel surfaces polished with different grades of emery 
paper. The nucleation site densities obtained were correlated as 

N/A = 5 x w^umi,r°-25(PrmiKy I mixL ' mix <Cx(A:rmix)3. (25) 

fmix is the properties-profile parameter defined as 

Si mix 
Pn^Rlg (26) 

The properties-profile parameter as defined above is similar in 
form to the Bond number but does not have the same physical 
meaning. The properties-profile parameter takes into account 
the variation of the physical properties of the mixture with 
composition. The characteristic length in the case of the Bond 
number is the bubble departure diameter while in the properties-
profile parameter used in this study, the characteristic length is 
the centerline average R„. 

The center line average (Ra) is measured using a profilometer 
after polishing the heating surface using a particular grade of 
emery paper. The Ra value is defined as the average absolute 
value of the peaks and the valleys on the heating surface. Prmix 

is the Prandtl number of the binary mixture. The surface-liquid 
interaction parameter y is defined by Eq. (3). The dimen-
sionless surface roughness 0 is defined as 

= ,4.5 _ 4 . 5 | : ^ + 0 . 4 ( M 
\ C" mix 

(27) 

The range of parameters over which the correlation is valid are 

5.3 < Pr < 6.1 21.5 < ymix < 61.6 

0,19 pm <Ra< 1.2/xm 

14.6 X 10~3 N/m < <Tmix < 21.8 X 10~3 

1. Dimmerstat, 2. Plate heater, 3. Insulation, 
U. Heating block, 5. Teflon hollow cylinder, 
6. Liquid, 7. Double-walled glass vessel, 
6. Cooling coil , '.Pressure gauge, 10. Relief valve. 

Fig. 2 Schematic of the experimental setup 

Experimental 

A schematic of the experimental setup used in the present 
study is shown in Fig. 2. The heating blocks used were alumin­
ium and stainless steel. The dimensions of the heating blocks 
are shown in Fig. 3. The blocks were shaped as shown, and 
insulated sufficiently at the sides using glass wool so that one-
dimensional axial conduction along the axis of the block can 
be assumed. This shape of the block and sufficient insulation 
at the sides facilitates accurate estimation of the heating surface 
temperature. The test section consisted of a double-walled glass 
cylinder with the annular space under vacuum. The glass vessel 
is held tightly between two stainless steel slabs. The bottom 
slab holds the heating block through a teflon annular cylinder. 
The block is heated electrically using a 3 kW plate heater and 
the current and the voltage are measured. Using these, the heat 
flux was estimated. Temperatures are measured at three points 
along the axis of the block using platinum resistance thermome­
ters and using these, the surface temperature was evaluated. 
The liquid temperature was also measured using a platinum 
resistance thermometer. 

About 150 ml of the test liquid was boiled in each run. The 
boiled liquid was condensed back into the test section using 
cooling water. Therefore, the bulk composition of the binary 
mixture does not change during the course of a boiling experi­
ment. Hence, average mixture physical properties were used 
to evaluate the dimensionless numbers, the bubble departure 
diameter and the frequency. Before the start of each boiling 
experiment, the heating surface was polished with the grade of 
emery paper required. The microroughness was increased by 
starting with the smoothest grade and progressively proceeding 
to coarser grades of emery paper. It was observed that polishing 
the heating surface was sufficient to clean it and therefore fur­
ther cleaning was not required. 

After polishing the heating surface, the centerline average Ra 

was measured using a profilometer. The profilometer consists 
of a conical diamond bit with tip radius 0.1 pm. The tip traverses 
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Fig. 3 Dimensions of the heating blocks used in the present study 

over the heating surface for a distance of 5.6 mm and the surface 
profile and the Ra is obtained. Four sweeps were taken in differ­
ent directions for each surface finish. The centerline average Ra 

was used in the present study to quantitatively define the surface 
microroughness. The /?„ value has been used extensively in the 
literature to quantify the surface microroughness by a number 
of investigators and these have been summarized by Benjamin 
(1996). Further Ra is recognized by the International Standards 
Organisation (ISO, 1984) as a parameter to quantify the surface 
microroughness. Figure 4 gives the definition of Ra and the 
instantaneous output of the profilometer. 

A^V/WV4vV 
R« 

I 
"My! dx 

m H 
CENTRE LINE AVERAGE R0 

IS THE ARITHMATICAL AVCRA9E VALUE OF ALL 
ABSOLUTE OISTANCES OF THC ROUGHNESS 
PROFILE R PROM THE CENTRE LINE WITHIN 
THE MEASURING LENOTH l m 

f>r-

J 
1 _^ 
v>*-

— 

r'X 

— 

..... — 

ALUMINIUM SURFACE MUSHED WITH 110 CRAOE EMERY PAPER 
Ra • I . " Mn», 

Fig. 4 The definition of R„ and the instantaneous output of the profilo­
meter 

Three different compositions of two binary mixtures, ace­
tone-carbon tetrachloride and n-hexane-carbon tetrachloride 
were used. All the experiments were conducted at atmospheric 
pressure and standard gravity conditions. The test liquid was 
boiled and cooled before each run in order to degas it. The 
surfaces, the compositions of the binary mixtures used, the Ra 

values, and the thermophysical and transport properties of the 
liquid mixtures (the systems used in the present study and that 
from the literature used for comparison) are summarized in 
Tables 1 and 2. 

Experimental Uncertainty. The resolution of the voltme­
ter used in the present study was 1 volt. The resolution of the 
ammeter was 0.01 ampere. The resolution of the temperature 
indicator (calibrated and connected to the platinum resistance 
thermometers in the axis of the heating block) was 0.1°C. In 
the temperature range encountered in this study, the uncertainty 
in temperature measurement is ± 1 percent. Therefore, the un­
certainty in estimating the wall superheat (AT) is ±2 percent 
(four percent). The uncertainty in estimating the heat flux (from 
the voltage—current measurements) is ±3 percent. 

Results 
Figure 5 shows the comparison of the model predictions and 

the experimental data of three compositions of acetone-carbon 
tetrachloride obtained in the present study, for the three surface 
finishes of the aluminium heating surface (i.e., three Ra values). 
Figure 6 shows the model predictions with three compositions 
of ra-hexane-carbon tetrachloride for three Ra values. Figure 7 
shows the experimental data obtained when stainless steel pol­
ished with 1/0 emery paper (Ra = 0.2 fim) was used as the 
heating surface and the predictions of the model developed for 
each composition of the two binary systems. Figure 8 shows 
the comparison of the model with the experimental data of Tzan 
and Yang (1990). Tzan and Yang (1990) obtained experimen­
tal data of different compositions of n-propanol-water on a 
horizontal stainless steel tube. The tube was polished with no. 
1200 sandpaper. Since the Ra value was not explicitly stated by 
them, in the present study a stainless steel block was polished 
using a no. 1200 sand paper and the Ra value was measured 
using the profilometer. The measured Ra value of 0.12 /xm was 
used to evaluate the nucleation site density and the estimated 
nucleation site density was used in the present model to predict 
the heat flux. Figure 9 shows the prediction of the model devel-
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Table 1 Surface materials, Ra values and binary systems used in validating the model 

Source of data 

Present study 

Present study 

Present study 

Present study 

Present study 

Present study 

Present study 

Present study 

Tzan and Yang (1990) 

Van Stralen (1959) 

Van Stralen (1959) 

oped in comparison 

Heating 
surface 

Aluminium 

Aluminium 

Aluminium 

Aluminium 

Aluminium 

Aluminium 

Stainless steel 

Stainless steel 

Stainless steel 

Platinum 

Platinum 

Polished with 

4/0 grade of emery paper 
(Ra = 0.52 pirn) 

3/0 grade of emery paper 
(Ra = 0.89 urn) 

2/0 grade of emery paper 
(R„ =1 .17 nm) 

4/0 grade of emery paper 
(R„ = 0.52 /jm) 

3/0 grade of emery paper 
(R„ = 0.89 jum) 

2/0 grade of emery paper 
(Ra = 1.17 A*m) 

1/0 grade of emery paper 
(Ra = 0.2 /Mia) 

1/0 grade of emery paper 
{R„ = 0.2 iim) 

No. 1200 sand paper (R„ 
= 0.12 iim) 

1/0 grade of emery paper 
(Ra = 0.04 fim) 

1/0 grade of emery paper 
(R„ = 0.04 Mm) 

with the data of Van Stralen (1959) ob- D i s c u s s i o n 

Binary system 

acetone-carbon tetrachloride (53.5, 
22.9, and 8.3 mass % acetone) 

acetone-carbon tetrachloride (53.5, 
22.9, and 8.3 mass % acetone) 

acetone-carbon tetrachloride (53.5, 
22.9, and 8.3 mass % acetone) 

n-hexane-carbon tetra chloride 
(67.5, 29.35, and 7.67 mass % 
n-hexane) 

n-hexane-carbon tetra chloride 
(67.5, 29.35, and 7.67 mass % 
n-hexane) 

n-hexane-carbon tetra chloride 
(67.5, 29.35, and 7.67 mass % 
n-hexane) 

acetone-carbon tetra chloride 
(53.5, 22.9, and 8.3 mass % 
acetone) 

n-hexane-carbon tetra chloride 
(67.5, 29.35, and 7.67 mass % 
n-hexane) 

n-propanol-water (20 and 10 mass 
% n-propanol) 

4.1 mass % methyl ethyl ketone -
water 

1.3 mass % n-butanol-water 

tained using a vertical platinum wire as the heating surface. The 
systems used were methyl ethyl ketone-water and n-butanol-
water. For such a thin wire, surface finishing was not possible 
and hence for comparison purposes the Ra value was assumed 
to be 0.04 imx (which was obtained by polishing a flat platinum 
surface using a 1/0 grade of emery paper). Figure 10 shows 
the comparison of predicted and experimental heat fluxes of all 
the data used in the present study (including literature data). 
The comparison is satisfactory validating the postulated mecha­
nisms of heat transfer. Figure 11 shows the model prediction 
with the boiling data of acetone-carbon tetrachloride used (all 
compositions) for two Ra values obtained in this study. 

From Figs. 5-9, it can be seen that for a given wall superheat, 
the heat flux obtained on a wire is greater than that obtained 
over a tube or a flat surface. This is probably due to the fact 
that the ratio of area over which phase change occurs (the 
"active" area) to the total area is highest for a thin wire. Also, 
the departure diameter of the bubbles are comparable to the 
wire diameter itself. This leads to lower departure diameters in 
the case of wires (and higher frequencies). Further, the heat 
transfer retardation due to the mass transfer of the more volatile 
component towards the bubbles is probably less in boiling over 
a wire. 

Table 2 Thermophysical and transport properties of the binary systems 

X 

0.5345 
0.229 
0.083 

0.675 
0.2935 
0.0767 

0.2 
0.1 

y 

0.6 
0.373 
0.2213 

0.72 
0.35375 
0.1145 

0.6422 
0.5584 

Pi 

980 
1225.85 
1392.85 

761.1 
1046.7 
1327.3 

911.1 
936.6 

X. x 10-3 

293 
226.7 
203 

291.5 
234.4 
199.33 

1943.7 
2100 

C,, fx X 103 k 

acetone-carbon tetrachloride system 

1632 0.4034 
1225.3 0.5115 
1035.5 0.5466 

0.12 
0.107 
0.1 

n-hexane-carbon tetrachloride system 

1950 0.302 
1373.37 0.4224 
1041.25 0.491 

n-propanol-water system 

3971.3 0.358 
4091.93 0.3338 

0.1 
0.0969 
0.09537 

0.56767 
0.62 

a X 103 

20.33 
21.17 
21.7 

14.67 
16.6 
18.79 

46.05 
52.245 

a X 108 

7.5 
7.12 
6.93 

6.74 
6.94 
6.9 

15.7 
16.177 

DAB X 109 

3.2 
2.37 
1.68 

3.16 
2.37 
1.75 

3.575 
3.62 

0.041 0.7217 955.23 

methyl ethyl ketone-water system 

2219.374 4121.7 0.351 0.6458 58.32 16.4 3.26 

0.013 0.3139 956.92 2235.55 

n-butanol-water system 

4200 0.3535 0.6723 57.87 16.73 4.075 
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Fig. 5 Comparison of the model with present experimental data; sur­
face: aluminium; system: acetone-carbon tetrachloride 
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Fig. 6 Comparison of the model with present experimental data; sur­
face: aluminium; system: n-hexane-carbon tetrachloride 
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Fig. 7 Comparison of the model with present experimental data; sur­
face: stainless steel; systems: acetone-carbon tetrachloride and n-hex­
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Fig. 8 Comparison of the model with data of Tzan and Yang (1990) ; 
surface: stainless steel; system: n-propanol-water 

In the boiling of a pure liquid, the heat flux due to microlayer 
evaporation amounts to more than 45 percent of the total heat 
flux (Benjamin and Balakrishnan, 1996). On the other hand, 
in the present study, it is seen that microlayer evaporation contri­
butes only 40 percent or less to the total heat flux in the boiling 
of binary mixtures. During the microlayer evaporation of a bi­
nary mixture, there is diffusion of the more volatile component 
to the microlayer and this diffusion leads to a reduction in the 
net driving force. The effective driving force, ATmix is always 
less than the wall superheat of pure liquids, A 7 ^ (except for 
an azeotropic mixture at the azeotropic composition), which 
leads to lower nucleation site densities and lower <JME • Further, 
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the microlayer in the boiling of a binary mixture does not com­
pletely evaporate, according to the experimental results of Zeu-
gin et al. (1975) which again reduces the contribution of the 
microlayer evaporation to the total boiling heat flux. Moreover, 
the constant <fi (defined by Eq. (4)) , is about 25 percent less 
for a binary mixture in comparison to a pure liquid, leading to 
lower departure diameters in the boiling of a binary mixture. 

Figure 11 depicts the boiling data obtained in the present 
study and the model predictions for Ra = 0.52 fim and for Ra 

= 1.17 fj,m. It can be that at the lower Ra value, the experimental 
data and the model predictions are clustered together, irrespec­
tive of the liquid composition. This indicates that at low Ra 

values the boiling phenomena is not controlled by the thermo-
physical and transport properties of the liquid boiled, or the 
surface properties, or the vapor-liquid equilibrium. That is, a 
binary mixture behaves like a pure liquid at low Ra values. This 
is because at low Ra values the cavity sizes are small. Therefore, 
unevaporated microlayer (which is depleted of the more volatile 
component) in the cavity is also less. After bubble departure, 
fresh liquid mixes with the liquid left behind and fills the cavity. 
Since the liquid left behind is small in quantity, the composition 
difference between the liquid in the cavity and the bulk liquid 
is negligible and mass transfer of the more volatile component 
is also negligible. At higher Ra values, the amount of such liquid 
left behind following bubble departure is significant in quantity 
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Fig. 11 Model prediction with experimental data at two Ra values 

and when nucleation occurs (during the transient heat conduc­
tion mode of heat transfer), there is already a significant differ­
ence in concentration between the liquid in the cavity and the 
bulk liquid, leading to an increased mass diffusion of the more 
volatile component to the cavities. This reasoning is in accor­
dance with the analysis of Sternling and Tichacek (1961). They 
suggested that the clogging of the nucleation sites by the less 
volatile component, caused by the preferential evaporation of 
the more volatile component decreases nucleation. This clog­
ging is significant for large-size cavities. Therefore, the proper­
ties and the vapor-liquid equilibrium relationship exert an in­
fluence at higher Rtl values, leading to widely differing wall 
superheats for different compositions for the same heat flux. 

The present model differs slightly from the analysis of Thome 
(1982). According to Thome's (1982) analysis, the presence 
of the second liquid decreases the contribution of the thermal 
boundary layer reformation also. On the other hand, in the 
present study it is suggested that during the thermal boundary 
layer reformation there is no phase change and mass transfer 
retards heat transfer only when there is phase change. Therefore, 
the reduction in the boiling heat flux according to the present 
study is only due to a reduction in the contribution of the micro-
layer evaporation to the total heat flux. The present model takes 
into account the heating surface microroughness and its effect 
on the boiling heat flux, unlike Thome's (1982) model. Further, 
the dimensionless roughness parameter 9 used to define the 
surface character makes use of both R„, the centerline average 
of the surface profile and the surface tension thereby implicitly 
taking into account the effect of the contact angle. 

Conclusions 

A model based on an additive mechanism of heat transfer 
has been proposed for the boiling of binary mixtures. The model 
takes into account the surface finish of the heating surface, the 
composition of the liquid and the thermophysical and transport 
properties of the boiled liquid and the heating surface. The study 
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shows that at lower Ra values the properties of the liquid boiled 
and the heating surface and the vapor-liquid relationship are 
not important because mass transfer effects are negligible. Fur­
thermore, the contribution of the microlayer evaporation mecha­
nism to the total boiling flux is less in the boiling of a binary 
mixture, in contrast to a pure liquid. Boiling data from the 
literature obtained on a wire indicate higher heat fluxes probably 
because mass transfer effects are less significant in boiling over 
a wire. The model proposed satisfactorily matches the data ob­
tained in the present study using two flat circular surfaces (alu­
minium and stainless steel with different surface finishes) and 
the data from the literature (data obtained on a platinum wire 
and on a stainless steel tube) validating the postulated mecha­
nisms of heat transfer. 
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A P P E N D I X 

Volume of Microlayer Evaporated in the Boiling of a 
Pure Liquid 

Benjamin and Balakrishnan (1996) developed an analytical 
expression for the volume of microlayer evaporated in the nu­
cleate pool boiling of a pure liquid based on the bubble growth 
description of Unal (1976). The instantaneous area of the mi­
crolayer according to Unal (1976) is 

, TTD2 T / A / V l nD* A, = — 1 - — = (p. (Al) 
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1 - (Dd/D)2 is denoted as <j>, a constant since Dd/D can be 
assumed to be a constant at a given pressure in accordance with 
the data of Torikai et al. (1964). Sernas and Hooper (1969) 
derived an expression for the heat flux to the bubble from the 
microlayer as 

l b = 
(Tw - Tg)yk, 

(™;0
0'5 

(A2) 

An energy balance on the evaporating microlayer for saturated 
boiling gives 

- - [At6PlCVl{Tw - Tg)] = - ^ — ^ d> (A3) 

where 8 is the instantaneous microlayer thickness. The resulting 
differential equation is 

-ya, d6 26dD 

dt D dt (Tra,t)u (A4) 

Using the bubble growth data of Zmola (1950) and Siegel and 
Keshock (1964) the bubble diameter was correlated as a func­
tion of time as 

D(t) = B Ar a l 3 5(Jaa,0° '5-

Differentiation of Eq. (A5) gives 

dD _D 

dt It' 

Substituting Eq. (A6) in Eq. (A4) gives 

ya, db S 
— + -
dt t (™,ty 

(A5) 

(A6) 

(A7) 

The above ordinary differential equation is solved using the 
integrating factor t and the solution is 

The microlayer is assumed to completely evaporate when the 
bubble is fully grown. Therefore, the boundary condition to 
evaluate C is 

when t = tg, 6 = 0 

Therefore, 

C = 
2yat I , 1 . 5 

3(™,)° 

(A9) 

(A10) 

Using Eq. (A10) in Eq. (A8) gives the instantaneous thickness 
of the microlayer as 

6(t) = ^(^J'\t^-tit) (All) 

The volume of microlayer evaporated (VME) is obtained from 

g 

\ A,(t)6(t)dt 

VuB = 

I 
(A12) 

dt 

Using Eq. (Al ) , Eq. (A5), and Eq. ( A l l ) in Eq. (A12), the 
volume of microlayer evaporated for a pure liquid is 

VME = ̂ f l 2 A r ° " ( a ( g 1 5 J a . (2) 
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Nucleate Pool Boiling on 
Ribbed Surfaces With Micro-
Roughness at Low and 
Moderate Heat Flux 
Nucleate pool boiling correlation was developed for five different rib-type roughened tube 
geometries (including plain tube) with different rib angles of 30 deg, 45 deg, 60 deg, and 
90 deg for both distilled water and R-134a as the working media. A scanning electron 
micrograph (SEM) examination was made for these horizontal roughened tubes. Bubble 
departure diameter, frequency of bubble emission, and the active nucleation site density 
with the influence of the rib angle for this type of roughened surface were obtained. 
Boiling heat flux incorporating natural convection, nucleate boiling, and microlayer 
evaporation mechanisms following Benjamin and Balakrishnan (1996) was predicted. 
Heat transfer correlation was also developed in terms of the degree superheat and active 
nucleation site density. The dependence for these two parameters was found in favorable 
agreement with that of previous study for smooth surfaces. 

1 Introduction 
Behavior in boiling of pure liquid from a horizontal tube surface 

during evaporation has been extensively studied and many gener­
alized correlations applicable to the design of evaporators for 
various liquids have been developed. On the contrary, the pub­
lished literature shows that a complete understanding is still lack­
ing about the mechanism of boiling on enhanced surface and the 
theoretical modeling seems very scarce, especially for the partic­
ular enhanced surfaces such as rib-roughened surface (see Fig. 1 
for details). 

Modeling on a GEWA-TW surface was first reported by Ayub 
and Bergles (1987). They assumed that the energy transport is thin 
liquid film evaporation from the internal channels and agitation 
natural convection from the copper surface, which is the same as 
in the Nakayama et al. (1980) model for boiling on a planar 
GEWA-T surface. The model assumes steady-state evaporation of 
a thin film spreading over the inside surface of the tunnel. 

Of the models previously discussed, only the Nakayama et al. 
(1980) model appears to have a sound and solid rational basis, of 
which the bubble dynamics is included. In spite of this, it appears 
that a greater physical understanding is required to model the 
boiling process of the rib-roughened surfaces than is used by the 
models of Nakayama et al. (1980) and Xin and Chao (1985). The 
modeling efforts to date invariably require knowledge of how the 
bubble frequency, departure diameter, and density of active sites 
vary with wall superheat. But, nevertheless, the modeling efforts 
support different dependencies of q on n and T„ — TS!,t where n is 
the active nucleation site density and they (q, n, and T„ — Tsat) 
can be correlated using the following expression: 

q = C(TW - Tstt (1) 

General experimental studies, such as those of Tien (1962) and 
Zuber (1963), support that "a" lies somewhere between 1.0, and 
1.8 and "b" is between 0.3 and 0.5. The exact values of the 
exponents in the power-law relation of Eq. (1) continue to be a 
subject of investigation and debate especially for the roughened 
surfaces. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER and presented at '96 IMECE. Manuscript received by the Heat 
Transfer Division, May 23, 1997; revision received Dec. 21, 1998. Keywords: 
Boiling, Enhancement, Heat Transfer. Associate Technical Editor: J.-C. Han. 

To analyze the present boiling process from rib-roughened 
surfaces, the heat transfer model used features the following: (1) 
the heat transferred on latent heat to the evaporating microlayer, 
(2) the heat transferred by transient conduction during reformation 
of the thermal boundary layer, and (3) the heat transferred by 
turbulent natural convection from the heating surface not influ­
enced by the bubble. 

The objective of the present study is to broaden our fundamental 
understanding of pool nucleate boiling heat transfer from rib-
roughened tubes and the results can be used to examine the 
extension of applicability of the model suggested by Benjamin and 
Balakrishnan (1996) to simulate the mechanism of pool boiling 
heat transfer for rib-roughened surfaces. 

2 Analysis 

2.1 General Description. The objective of the present study 
is mainly to model the heat transfer of the boiling process for the 
present rib-roughened geometry. Before this can be done, a data 
base of nucleate pool boiling data (e.g. n, AT, rc ... etc.) is 
needed. The paper presents the necessary information and salient 
feature regarding the modeling. 

The present analysis relies entirely on a heat balance and is 
generally much simpler in concept and formulation compared to 
those of previous studies (see, for example, Bier et al., 1976). The 
heat transfer model proposed for this study involves the thermal 
layer forming at the nucleation sites between periods of bubble 
nucleation and thin film evaporation, a turbulent natural convec­
tion mechanism taking place in the regions uninvolved in bubble 
nucleation. Model verification was performed through nucleate 
pool boiling experimental data for five different tube geometries 
for two different working fluids of distilled water and R-134a. 

In addition, as mentioned earlier, the nucleate pool boiling heat 
flux (a) depends upon both the superheat and the bubble popula­
tion. The value of exponents was also found through the present 
experiments. 

To meet these aforementioned needs, the following work was 
conducted: (1) modeling for heat transfer mechanism was devel­
oped using the model reported by Benjamin and Balakrishnan 
(1996) in which there are natural convection (qNC), transient 
conduction (q,c), and microlayer evaporation (qME) on boiling heat 
transfer; (2) active nucleation site density («) was found from (q) 
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Fig. 1 Test section details of the present study 

for both distilled water and R-134a; (3) verification of boiling heat 
transfer model using both distilled water and R-134a was con­
ducted; (4) correlations of q on n and (Tw — Tal) was explored and 
compared with existing correlations; and (5) correlations of n in 
relation with the present roughened surface rib angle </> and Jacob 
number Ja. 

2.2 The Model. The total boiling heat transfer rate is ob­
tained from the above three items through the following weighted 
equation: 

i,> = — m — + ^ c (2) 

where tg is the time of bubble growth and t„ is the waiting time for 
reformation of the thermal boundary layer. Both are related to the 
bubble frequency / by 

/ = 
1 

t. + f„ 
(3) 

and/can be estimated by a correlation from Stephan (1992). Van 
Stralen et al. (1975) assumed in pure liquids and highly polished 
surface, like the present study, that the waiting time is three times 
the growth time 

3f„ (4) 

Nomenclature 

a = 
A = 

A, = 

Ar = 
b = 
B = 
c,> = 

Db = 
£>„ = 

" l / o r 2 = 

/ = 
8 = 
H = 
h = 

h/i = 
Ja = 
K = 
k = 
L = 

constant 
total heat transfer surface area 
area of influence of the bubble 
on the heating surface = TTNDI 
Archimedes number 
constant 
constant in Eqs. (5) and (15) 
specific heat 
bubble departure diameter 
diameter of dry area under the 
bubble 
tube inner/or outer diameter 
shown in Fig. 1 
frequency of bubble emission 
gravitational constant 
rib height 
heat transfer coefficient 
latent heat 
Jacob number 
constant 
thermal conductivity 
length of the test tube 

N = number of active nucleation site 

n = active nucleation site density = 
NIA 

Pr = Prandtl number 
p = pitch of rib 
q = heat flux 

Rb = bubble departure radius 
Ra = Rayleigh number 
rc = cavity radius 
t,, = bubble growth time 
f„, = waiting period = 3tg 

T = temperature 
AT = wall and bulk fluid temperature 

difference unless otherwise stated 
A7\at = wall superheat = T„ - Tal 

^ME = volume of microlayer evaporated 
within time tg 

W = width of rib 
x = midpoint of the range x, 
Xj = range of cavity radius 

Greek Symbols 

a = thermal diffusivity 

8 = thickness of microlayer 

8IIC = extrapolated thermal layer thick­
ness used in Fig. 4 

6 = contact angle 
ju = dynamic viscosity 
v = kinematic viscosity 

p, = liquid density 
p„ = vapor density 
a = surface tension coefficient 
4> = rib angle 

Subscripts 

b = bubble 
d = dry 
/ = liquid 

M — measured 
ME = microlayer evaporation 
NC = natural convection 

ONB = onset of nucleating boiling 
p = predict 

sat = saturation 
tc = transient conduction 
v = vapor 

w = wall 
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Table 1 The dimensions of test tubes 

Test tube 

Smooth 

Rib 

Rib 

Rib 

Rib 

Tube 

(No.) 

1 

2 

3 

4 

5 

d . 

(mm) 

27 

27 

27 

27 

27 

d 2 

(mm) 

19 

19 

19 

19 

Number of 

rib elements 

8 

8 

8 

8 

P 

(mm) 

39.4 

39.4 

39.4 

39.4 

W 

(mm) 

15 

15 

15 

15 

H 

(mm) 

4 

4 

4 

4 

<S> 

90° 

60° 

45° 

30° 

A 

(mm2) 

27992 

27502 

29973 

32787 

38292 

Note:"-" means data not applicable 

Prior to proceeding with the modeling, several major assump­
tions should be made as follows: (1) the area available for heat 
transfer is subdivided into an active area and in-active area; (2) 
assuming only pure conduction to the liquid in the action area 
during the waiting period, this mechanism may be considered as 
transient conduction to a semi-infinite medium; (3) the present 
bubble growth is in isolated bubble regime; and (4) the present 
boiling occurs in the low and moderate heat flux regime. In 
addition, the proposed model is a direct follow-up the work by 
Benjamin and Balakrishnan (1996) and, hence, all the limitations 
as well as constraints made by them are assumed here also. 

A bubble grows by the vaporization of the thin liquid film left 
under the bubble. Development of an expression for the instanta­
neous microlayer thickness is based on the bubble growth descrip­
tion of Unal (1976). Similarly, all the assumptions made by Unal 
(1976) are also applied to the present study. 

For microlayer evaporation during time tg, the heat flux asso­
ciated is given by (Benjamin and Balakrishnan, 1996) 

7 = ^ iME i rt 

X 

Z V ^ 
1 ' D 

k n c 1 " 

_ k,p,cpi _ fl2Ar027 Ja(a,)'-5V^P,V (5) 

where B = constant = 1.55 for water and -535 for R-134a (Ben­
jamin and Balakrishnan, 1996) 

Ar = Archimedes number = {glv}){alptg)a5 

Ja = Jacob number = (p,cpiATsM)/pvhfg. 

For thermal boundary layer reformation, the average heat flux of 
total nucleation sites on the surface during the waiting period t„ 
will be (Benjamin and Balakrishnan, 1996) 

q,c[ 

where Ab = irNDJ. 

Kp«cpw\ ' 
kiP,cpi ) 

nAhATs, (6) 

For turbulent natural convection, using McAdams (1933), the 
heat flux due to natural convection can be estimated from 

0.14/t 
QNC' (Ra)1/3[1 -nA b] ATsa (7) 

Incorporating Eqs. (2) through (6), one may find qp. 
The n used in Eqs. (5), (6), and (7) can be found in the following 

form (Jamialahmadi et al., 1991): 

1 h - h. 

\ "t hNC 

since the pool boiling heat transfer 

q = hAT 

(8) 

(9) 

can be also divided into two mechanisms, namely, bulk convec­
tion, and natural convection as follows: 

qh = hbAT 

INC = hNCAT 

(10) 

(11) 

where AT stands for the temperature difference between the wall 
and liquid bulk temperature and A = Ab + ANC and qA = q^b 

+ qNCANC. h, hb, and hNC can be found through Eqs. (7)-(9). 
Finally, the minimum cavity radius (Griffith and Wallis, 1960) 

at a particular condition is calculated from 

2o-rsa 

pvhfg(ATm) ' 
(12) 

In summary, since the problem is that the model uses experi­
mental data q to predict (correlate) q itself through an intermediate 
parameter "n," nucleation site density, the analysis is by no means 
a prediction but a correlation. 

3 Experimental Setup and Procedure 
Table 1 depicts the dimensions of these test tubes. This rib-

roughened geometry and the tube were made using an innovative 
manufacturing method (Hsieh and Weng, 1997). This involves a 
machining process using a lathe. The definition of each term can be 
directly seen in Fig. 1 (e.g. p, H, ... etc.). It was fabricated from 
a copper tube. The copper tubes were 27 mm in diameter over the 
ribs with an inner diameter of 11 mm. Unless otherwise stated, the 
surface of the test tube was prepared with No. 400 emery paper 
which results in about 0.03-|iim surface roughness. The cavities on 
the surfaces of these test tubes were observed by a scanning 
electron micrograph (SEM) to get the cavity radius for all the test 
tubes and the cavity probability density function in terms of the 
cavity radius for the plain surfaces of the rib-roughened tubes (i.e., 
between two consecutive ribs) according to Yang and Kim (1988) 
and their assumption. Due to the limit of the SEM operation range, 
only the central area (about 20 X 14 mm2) is examined. Before 
SEM examination, the surface condition of the test tube was 
prepared as follows: the tube was washed by an ultrasonic vibrat­
ing cleaner (model Bandelin Sonorex RK-100) with an acetone 
solution applied three times and each time lasted five minutes. 

The working fluid used in the present experiments was distilled 
water (H20) and R-134a. The properties of R-134a and H20 are 
listed in Table 2. The experimental apparatus and measurement 
positions for the study is similar to that of Hsieh and Hsu (1994). 
Saturated nucleate pool boiling data were taken on a plain tube and 
rib-roughened surfaces which were machined knife sharp with 30 
deg, 45 deg, 60 deg, and 90 deg wedge angles. This minimized any 
possible effect due to contact between the two walls. The surface 
roughness of the rib wall was found influential in the present study. 
Distilled water and R-134a is the working medium. More than 50 
runs for each tube were conducted. Some (e.g., 30 deg and 60 deg 
rib-roughened tubes) of these tests were repeated after several 
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Table 2 Properties of R-134a at T,„, •• 
101.3 kPa 

4.4'C, 303.4 kPa (data from ICI) and H20 at T„, = 99.9°C, 

properties 
composition( formula) 
substitute for 
ODP[R-l 1=1.0] 
GWP[R-11=1.0] 
flammability 
toxicity [AEL(TLV)][ppm] 
boiling temperature 
at 1 atm [°C] 
critical temperature [""CI 
lubricant (compressor) 
A [kg/m3] 
p„ [kg/m3] 
Cp, [kJ/KgK] 
CPr [kJ/KgK] 
K [kJ/Kg] 
k, [YV/mK] 

lh [cP] 
a [N/m] 
molecular weight 
boiling point [bar] 
dew point pressure [bar] 
bubble point pressure [bar] 

distilled water 
H20 

-
-
-

no 
-

100 

374.2 
. 

958.300 
0.597 
4.22 
2.03 

2256.7 
0.679 
0.277 
0.059 
18.016 
1.013 

-
-

R-134a 
CH2F-CF3 

R-12 
0 

0.26 
no 

1000 
-26 

101 
(Polyol-)Easter 

1280.230 
16.781 
1.358 
0.795 

193.707 
0.093 
0.259 
0.011 

102.030 
3.421 

-
-

Note: ODP: Ozone Depletion Potential GWP: 
AEL: Allowable Exposure Limit TLV: 

: Global Warming Potential 

Threshold Limit Value 

months to verify the reproducibility. Both increasing and decreas­
ing q of boiling data were obtained. However, only the data in 
decreasing heat flux order was shown. 

Four thermocouples were equally circumferentially at the mid­
dle of the test-roughened surfaces which have been proved to give 
a good accuracy of average wall temperature. Calibrated Chromel-
Alumel thermocouples (within ±0.3°C) of diameter 0.12 mm were 
employed to measure the wall temperature. To minimize longitu­
dinal heat conduction silicon rubber and Devon five-minute epoxy 
glue, mixed with polystrene foam, was applied to the ends of the 
thermocouples for use with water and R-134a, respectively. The 
variation in hydrostatic pressure due to change of pool level was 
taken into account in determining the saturation temperature. The 
pool temperature monitored by two thermocouples placed close to 
the free surface of the liquid. The temperature difference between 
these two points was between ±0.1°C at the maximum power 
input. The saturation temperature at measured pressure agreed 
within 0.1 °C. Another thermocouple used to measure the vapor 
temperature was positioned midway along the test tube about 15 
mm about the liquid surface. The uncertainty in the experimental 
data was estimated using a propagation of error analysis. The 
uncertainty in the wall superheat was dominated by the uncertainty 
in the wall temperature measurements. The values of the four wall 
circumferentially positioned temperatures (see Hsieh ana Weng 
(1997) for details) were recorded and compared to examine vari­
ations caused either by nonuniformities in the cartridge heater or 
by the test tube soldering and assembly procedure. The maximum 
variation of the four measured wall temperatures was ±0.5°C at 
the maximum heat flux (=50 kW/m2) and ±0.1 °C at the minimum 
heat flux (=0.8 kW/m2). The uncertainty in the saturation temper­
ature was estimated to be less than ±0.1 °C. These caused the 
uncertainty of the corresponding wall superheat (Tw — rsal) to be 
within ± 14 percent at low heat flux and within ±2 percent at high 

heat flux. The heat flux accuracy was ±0.01 kW/m2 at the mini­
mum heat flux of 0.8 kW/m2. 

4 Data Reduction 

The present experiments include the pool boiling data base and 
a scanning electron microscope examination of test tubes. The raw 
data to be obtained were the distributions of q (measured) versus 
AT and the cavity radius. Once these values are found n can be 
obtained. 

The values of microlayer evaporation was calculated based on 
Vu 

1996): 
i ME found from the following form (Benjamin and Balakrishnan, 

VME = 

A,„(t)8(t)dt 

h 
(13) 

where Am{t) = 7rD,/4[l — (Z)/D)2]. The instantaneous area of 
the microlayer at the base of the bubble and the instantaneous 
thickness from Jamialahmadi, et al. (1991) of the microlayer is the 
following: 

8 « = 
2h„ 

it] 3 / \j\TT/ 

Based on Benjamin and Balakrishnan (1996), it gives 

(14) 

10 
1 

k n r ,~\ ° 5 

k,p,cp 

X fl2Ar°-17Ja(a,g1J. (15) 
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This volume of liquid evaporates during time tg. Hence, this gives 
Eq. (5) for qME. 

Following Fritz (1935) and assuming the present condition is in 
an isolated bubble region (at low to moderate heat fluxes), 

D6 = O.O1460[2a/g(p,-p„)]c (16) 

with 8 = 45 deg (distilled water) and 35 deg (R-134a) for the cases 
under study (Jamialahmadi, et al, 1991)./can be calculated from 
Zuber (1959). 

A , /=0 .59[<Tg(p ( -p„ ) / P n c (17) 

For SEM examination, it is long recognized that the statistical 
approach is a better technique to analyze the cavities on the 
surface. Random locations on the surface area were determined 
with PC software based on the identification of a specified area. 
The present work uses an SEM examination to get the cavity 
probability density function in terms of the cavity mouth radius. 

5 Results and Discussion 

The rib angle was observed to significantly affect the local 
nucleate boiling near the contact line of the heated wall and the 
roughened wall, where bubbling was remarkably more vigorous 
than elsewhere on the heated wall. The influence of the present 
roughened surfaces on the incipient boiling, nucleation site den­
sity, and local heat transfer performance can be observed in the 
following subsections. 

5.1 Scanning Electron Micrograph Examination for Boil­
ing Incipience. A typical result of JSM-6400 SEM examination 
for rib angles of 4> = 30 deg, 45 deg, and 60 deg of the tube central 
part between two consecutive ribs is shown in Fig. 2. Roughly 
speaking, the black spots and scars are all cavities. It happened to 
be the way that the micrographs of the surface show dependence 
on the rib angle. This does not indicate that micro-roughness 
depends on 4>. Surface orientation is random, some lying vertically 
and some horizontally, which results in a microstructure with an 
average surface roughness of 0.03 /um. Table 3 summarizes the 
observed data for the radius of the cavity. The cavity distribution 
is plotted in terms of the radius of the cavity in Fig. 3. The cavity 
distribution was assumed to be fitting the Poisson distribution. By 
applying the Chi-square test on the measurements with a 99 
percent confidence level, it is found that the acceptance region xl 
— Xom(5) = 15.09 and has the following form: 

f{x) = 1.3641e_Aj: where A = 1.3641 p,m" (18) 

Obviously, the experiments showed that the roughened tubes 
have a lesser degree of superheats for both distilled water and 
R-134a as shown in Fig. 4. The variation of the active nucleation 
sites between the distilled water and R-134a seems large. By 
plotting the cavity radius rc predicted by the well-known Han and 
Griffith's formula (1965) for five surfaces tested against the degree 
of superheat AT, Fig. 4 was obtained. Table 4 lists the correspond­
ing ATsat at this moment for the five tubes tested. It is found that 
ATS1( is the smallest for a 60-deg rib angle of roughened surface 
(tube 3). No cavities having radii in the vicinity of the upper 
branch of the curve were observed to be active which coincided 
with the fact that such cavities did not exist on the tubes tested with 
the present SEM examination. With the aid of the present SEM 
examination and the rc obtained, the present active nucleation site 
was determined in a shaded area as shown in Fig. 4 for distilled 
water and R-134a. This indicates that the experimental results tend 
to fall along the lower branch of the curve (" -" sign shows). It is 
seen that cavities of larger radii were not active on the surfaces 
tested. This is perhaps because the smaller cavities exist in greater 
numbers than the larger cavities. Based on the calculated bubble 
departure diameter and frequency for all the cases studied herein, 
it is found that the distilled water bubble size (Z)6 = 2.33 X 10~3 

m) seems always bigger than that of R-134a ( D 6 s 6 . 8 1 X 10~4 

4.-30" 

^ = 45" 

60" 

Fig. 2 Typical SEM (scanning electron micrographs) for different rib 
angles 

m) due to a higher surface tension of the water. The variation in 
bubble emission frequency / has a tendency similar to that of the 
bubble departure diameter. However, the / exhibits a reverse, 
namely, 39.72 s"1 for H20 and 82.74 s"1 for R-134a. 

5.2 Boiling Modeling and Heat Transfer Correlation/ 
Prediction. 

5.2.1 Nucleation Site Density. To use the above model for 
the calculation of the heat transfer flux, the nucleation site density 
n is required to solve Eq. (8). Bier et al. (1976) proposed an 
expression of active site density in the following form: 

In in) = In ( « J 1 (19) 

where r111BX is the radius of the first active nucleation site, nmax is the 
total number of nucleation sites available on the heat transfer 
surface, and m„ is characterized from the heating surface. Values 
for (n)mm, rmax, and u , vary for different surface preparations (see 
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Table 3 Number of cavity in cavity radius ranges 

Item no. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Range of cavity 
mouth radius (/urn) 

0.34-0.52 

0.52-0.69 

0.69-0.86 

0.86-1.03 

1.03-1.21 

1.21-1.38 

1.38-1.55 

1.55-1.72 

1.72-1.90 

1.90-2.07 

2.07-2.24 

2.24-2.41 

Middle point 
value of radius (nm ) 

0.43 

0.60 

0.78 

0.95 

1.12 

1.29 

1.47 

1.64 

1.81 

1.98 

2.16 

2.33 

Number of cavity 

within the range 

14 

9 

6 

7 

4 

3 

4 

2 

0 

1 

0 

0 

capable of holding a residual of vapor and is also able to be 
activated by its neighbors when boiling is initiated on the heating 
surface. Consequently, the performance of a heat transfer device in 
which vaporization occurs may strongly depend on the heated 
wall. Based on the properties of the working liquid, R-134a is 
more likely to form nucleate sites than distilled water, and this 
phenomenon can be explained by the fact of the surface tension 
difference between two liquids. The data obtained from the model 
proposed for distilled water and R-134a have the following form: 

n = 0.00042rmi'„
41 for H20 

n = 0.00002rJ,4 5 forR-134a (20) 

which are more convenient to work with than Eq. (19). They are 
essentially different in nature from the one used in SEM measure­
ments. But the trend of the curve is similar, especially for the 
power of rmin. The exponent of each correlation stated before 
appears to vary slightly, having a tendency to increase with R-134a 
and the values for statistical analysis shown were a little bit lower 
than those calculated from proposed model as one would expect 
because the proposed model does take the rib effect into account. 
This is because n was found from Eqs. (8) through (11) which 
were all obtained from experiments. Further examination of Fig. 5 
shows the degree to which entrapped gas in a surface rib angle can 
act as initial vaporization may be affected by the rate at which the 
gas in a cavity dissolves into the liquid and diffuses away from the 
gas-liquid interface. Figure 6 depicts the variation of an active 
nucleation site density as a function of the AT (measured). The 
significant increase in an active nucleation site density with in­
creasing heat flux in Fig. 6 can be attributed to the fact that 
superheat increases slightly with increasing heat flux (see Hsieh 
and Hsu, 1994). The values of n are always higher with R-134a 
than those with distilled water. The influence of the rib angle on 
the nucleation site density in Figs. 5 and 6 could also be noted. It 
appears that there is a higher value of nucleation site density with 
rib angles of 30 deg and 45 deg. This clearly indicates that an 
enhanced incipient boiling would occur at a small rib angle in 
which a possible favorable local thermal environment within the 

*2=13.4901< ^,,,(5) = 15.09 

Blochl (1986) for details). The minimum cavity radius rc ( = rmi„) 
is determined from Eq. (12). 

Based on Eq. (19), a correlation of an active nucleation site 
density for distilled water and R-134a on the enhanced tube was 
developed and plotted in Fig. 5 and compared with the results from 
previous statistical analysis based on SEM measurements (i.e., 
from Eq. (18)). The differences were probably due to different 
approaches. In spite of this, all results indicate that as the minimum 
cavity radius increased, the activated nucleation site density de­
creased. This again verifies that there are more smaller cavities 
than larger cavities. Moreover, the small cavity is apparently more 

0) 
BO 

a 

•3 

3 

X 

radius of the midpoint of Xi(nm) 

Fig. 3 Probability density function of cavity radius 
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Fig. 4 The range of the present active cavity sizes 

angular geometry exists. This is because at a small angle, vapor 
phase always formed at a low superheat near the contact line of the 
two walls while there was no significant sign of nucleate boiling 
elsewhere on the heated wall. Based on data of 30 deg and 45 deg 
compared to that of 60 deg and 90 deg, the nucleate boiling heat 
transfer rates are also higher. These findings coincided with those 
of Chyu and Fei (1991). Following Fig. 6, Fig. 7 shows the 
variation in bubble flux density obtained by multiplying the active 
site density and the frequency of bubble emission is a function of 
measured heat flux. Again, nf values are also having a higher value 
in R-134a than those in distilled water. However, in both figures 
(Figs. 6 and 7), the rib-roughened surface effect is not clearly 
noted and the experiments were carried out in increasing order of 
heat flux. 

Finally, the active nucleation site density was plotted as a 
function of AT for distilled water and R-134a, respectively, with 
five tubes tested, which was shown in the upper and lower parts of 
Fig. 8, respectively. It is seen that the nucleation site density 
increases qualitatively as the temperature increases, and it can be 
concluded that n is not only effected by working fluids but by the 
rib angles and fluid properties. It is also found that the strong 
influence on the active nucleation site density occurs for tubes with 
30 deg- and 45 deg-rib angles for the distilled water and R-134a, 
respectively. Moreover, the present active nucleation density func­
tion can be correlated into the following form in terms of the Jacob 
number Ja and the rib angle cj> (in radians) within ±15 percent to 
the original data. 

n = 283.162[Ja]L642[7r- (/.]" for H,0 

Table 4 

\ . working 
^ \ ^ medium 

AT„ u l (Kr \^ 

tube n a -~s* 

tube 1 

tube 2 

tube 3 

tube 4 

tube 5 

Ars:t for distilled water and R-134a 

distilled water 

8.7 

6.0 

5.2 

7.0 

5.5 

R-134a 

7.7 

7.3 

5.6 

7.5 

7.0 

1E+6 

1E+5 

n(sites/m) 
1E+4 

1E+3 

- i—i i i i m i 1—i i i i n i l 1—i i i i i n 

n=o.00042 r_ 

• O smoothtube 
• v 30° 

h • o 45° 
A. A 60° 
• D 90° 

1E+2I— 
1E-7 

i t r,r 11 t i t i i i Ml 

1E-6 1E-5 1E-4 

^min(ni) 

Fig. 5 Nucleation site density as a function of rml„ for H20 and R-134a 
(AT.,, = 5-9 K) 
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Fig. 6 Nucleation site density as a function of Ja and <\> 

n = 8542 .847[Ja ] 1 4 4 6 [TT- <f>]' for R- 134a (21) 

where Ja is the Jacob number ((p,c?,A7"sat)/p„hfg) and </> is the rib 
angle (in radians). 

5.2.2 Heat Transfer Correlation/Prediction. As mentioned 
earlier, following Benjamin et al. (1996), a predicted heat flux for 
the present rib-roughened tube can also be divided into the micro-
layer evaporation component, nucleate boiling component, and 
natural convection component. Figure 9 depicts the total predicted 
heat flux qp and each component of q with measured heat flux (qM) 
on different rib angles for distilled water. Also shown in Fig. 9(a), 
for comparison, is the smooth tube data from Gottzmann et al. 
(1973). It is obvious that the predicted heat flux almost exactly 
coincides with the measured heat flux as stated previously. It can 
be seen that ^CYCLE = (qME ' tg + qNu ' tw)/(tg + tw); that is, latent 
heat dominates the heat transfer contribution among the predicted 
heat flux. The contribution of latent heat transfer increases sharply 
with the increase of wall superheat. Moreover, initially, the natural 
convection component takes the largest part of the heat flux 

contribution as one would expect, because the term of 
q CYCLE was 

completely suppressed. As time goes by, the heat transfer area 
affected by the natural convection was gradually replaced by latent 
heat transfer exchange due to both microlayer evaporation and 
nucleate boiling. Consequently, the slope of qNC for each tube 
becomes smaller as A71 increases, and this phenomena can be 
explained due to the change of the bubble influenced area. 

Similarly, Fig. 10 shows the comparison of the present model 

1E+8F ~\—i—i—i i 1 1 1 1 i i i i i 11 
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1E+7U 

nf (sites/rr? s ) 
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Fig. 7 Nucleate site density and frequency as a function of heat flux 
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Fig. 8 Nucleation site density as a function of AT 

with experimental data for R-134a. Again, the similar behavior 
was found as that for distilled water and, again, it clearly shows the 
good agreement between the prediction and the experimental data. 
The tendency and magnitude seem similar compared to Fig. 9. 
However, the transient latent heat portion, <?CYCLE, takes most part 
of heat transfer contribution this time compared to the q cycle in 
Fig. 9. Consequently, natural convection component plays a minor 
role in this heat transfer process. This is perhaps because distilled 
water has a lower wetting ability than that of R-134a and, in turn, 
the active nucleation site density in distilled water is lower than 
that in R-134a. On the contrary, the heat transfer due to latent heat 
and transient conduction during reformation of the thermal bound­
ary layer is large compared to R-134a. Comparing Figs. 9 and 10, 
it can also be seen that the boiling curve is much more steep for 
distilled water than that in R-134a. Again, this is because the latent 
heat of water is much higher than that of R-134a and the thermal 
properties of water and R-134a also contribute to the difference in 
boiling curve slopes as well. Moreover, the quantitative contribu­
tion of each component could be calculated. Benjamin and Bal-
akrishnan (1996) proposed that the heat flux due to microlayer 
evaporation alone can be up to about 50 percent for water and 45 
percent for the organic liquids. The present study also found that 
the contribution of the heat flux to microlayer evaporation is as 
high as 45-50 percent for distilled water and R-134a. In fact, the 
present model is similar to that of Benjamin and Balakrishnan 
(1996) with slight modifications due to the effects of rib angle of 
enhanced tubes. 

5.3 Correlation of Heat Flux With Parameters (AT, n). 
As previously stated, Eq. (1) continues to be an interesting subject 
because this nearly identical power-law dependence on heat flux 
and superheat for many wall material-and-liquid combinations 
makes it possible to develop relatively simple nucleate boiling heat 
transfer correlations that can be used with fair accuracy for a wide 
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Fig. 9 Comparison of the model with the experimental data for H20 

variety of conditions. It is therefore necessary to extend its appli­
cability to roughened surfaces. The correlation of Eq. (1) was thus 
reexamined using the present experimental data for five tubes 
tested in distilled water and R-134a and q (measured) were plotted 
against n as shown in Fig. 11. The agreement between the corre­
lation and the data measured shown in Fig. 12 is quite good, within 
±15 percent. It can be found that the curve exhibits a definite 
distribution and the slope seems near 1. This gives the value of a 
in Eq. (1) 0.98 and the dependence on n was found to be 0.41. 
Furthermore, the agreement between the present results and those 
of the previous study for smooth surfaces (also shown in Fig. 11) 
reported by Tien (1962) in the values of a and b was good. The 
value of a is almost the same as that of Tien (1962). With present 
roughened surface and its larger gap size between two consecutive 
ribs compared with the conventional GEWA-T and Thermoexcel 
surfaces, it is believed the entrapment of gas, which serves as a 
seed for nucleation, depends on the contact angle and the present 
rib angle. A strong interdependence of this type of roughened 
surface makes the complexity and difficulty to interpret the present 
results. Moreover, the problem with Eq. (1) is that it introduces 
what engineers call a "nuisance variable" (Lienhard, 1981) which 
results in the site of a particular surface having a typical distribu­

tion of sizes, n (and hence q) can increase very strong with AT. 
Therefore, n was also plotted as a function of AT for distilled 
water and R-134a, respectively, with five tubes tested as also 
shown in Fig. 8. The contribution of n on AT is different from n 
versus qM for which the present result is not only affected by 
working fluids but by rib angles, indicating the strong effect of 
fluid properties and rib geometry. As a result, unlike the paper 
reported by Ayub and Bergles (1987) for GEWA-T surfaces, the 
present n cannot be solely correlated as a function of AT. Never­
theless, n still increases as AT increases. 

6 Conclusion 
The present analysis of nucleate pool boiling on rib-roughened 

surfaces with micro-roughness at low and moderate heat flux has 
made it possible to examine for the first time the heat transfer 
mechanism and its modeling for four rib-roughened surfaces and a 
smooth surface tested in pools of saturated distilled water and 
R-134a for an isolated bubble regime. Based on the present results, 
significant features can be drawn in the following: 

1 The SEM examination again indicates that the experimental 
results for boiling incipience tend to fall along the lower branch of 
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the curves generated by Han and Griffith (1965). A Chi-square test 
was made for the cavity distribution. 

2 Following the model developed by Benjamin and Balakrisk-
nan (1996) with slight modifications, it is found that the model can 
be applied to the present rib geometry as well. 

3 Due to the surface tension difference between distilled water 
and R-134a, each contribution of qNC, qNn, and qME on total q is 
different. Again, the contribution due to microlayer evaporation is 
dominant among the rest of two {qNC and qm). 

4 It is found that n is not a sole function of AT for the present 
rib-roughened surfaces as those of previously reported for 
GEWA-T surfaces. In addition, the rib angle was also found to be 
one of the important parameters. 
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Heat Transfer Behavior on 
Small Horizontal Heaters During 
Pool Boiling of FC-721 

Detailed local measurements of wall heat flux during saturated pool boiling of FC-72 on 
a small heated area without sidewalls were made using an array of 96 temperature-
controlled heaters. Data were obtained in the nucleate boiling, critical heat flux, and 
transition boiling regimes. The space and time resolved data were used to conditionally 
sample the heat flux according to whether or not boiling occurred on the surface, enabling 
the separation of the heat flux due to boiling from that due to natural convection or vapor 
contact. The heat transfer from the edge heaters was observed to be much higher than that 
for the inner heaters above the critical temperature. The heat transfer during liquid 
contact in transition boiling was constant for a given wall superheat for the inner heaters, 
and was observed to decrease with increasing wall superheat. 

Introduction 

The vast majority of experimental work performed to date 
regarding boiling utilized single heaters that were large compared 
to individual bubble sizes, making it difficult to look at details of 
the boiling process. These studies also used surfaces that supplied 
neither a constant wall heat flux nor a constant wall temperature 
boundary condition. Typically, constant power was supplied to a 
thick thermally conducting substrate such as copper—the bubbles 
generated on the surface cause the surface to cool locally, causing 
heat to flow within the substrate and making it difficult to deter­
mine the local heat flux from the wall to the liquid. Studies in the 
transition boiling and critical heat flux regimes were also difficult 
because the wall heat flux was the independent variable. Other 
experiments have utilized surfaces held at constant temperature 
averaged across the surface, but the local heat flux and temperature 
were not measurable and can vary significantly across the heater. 
Even when local measurements were obtained (e.g., Cooper and 
Lloyd, 1969; Lee et al, 1985; Marquardt and Auracher, 1990; 
Hohl et al., 1997; Ohta et al., 1998), these were done at only a few 
locations on the heater surface. 

Kenning (1992) and Watwe and Hollingsworth (1994) used 
liquid crystals on thin, electrically heated stainless steel plates to 
study boiling on surfaces that were very nearly constant wall heat 
flux. Their use of thin stainless steel sheets minimized the lateral 
conduction of heat in the substrate, enabling local heat transfer 
coefficients to be determined. Their work did much to elucidate the 
heat transfer mechanisms associated with large-scale phenomenon 
(e.g., the role of bubble driven convective flows, the spread of 
boiling on large scale heaters, and nucleation site interactions) 
because information regarding temperature fluctuations were 
available with high resolution across the heater surface. 

This paper examines local wall heat flux variations during 
boiling of FC-72 on a small heated area using an array of 
microscale heaters each maintained at constant surface 
temperature—it is the first study known to the authors that docu­
ments boiling heat transfer behavior in such detail on surfaces with 
this boundary condition. This work complements the liquid crystal 
work in that boiling on a comparatively small surface is investi­
gated with high spatial and temporal resolution, simulating boiling 

1 This work was performed while Jungho Kim was an assistant professor at the 
University of Denver and T. D. Rule was a visiting graduate student. 
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on thick surfaces with high thermal conductivity. An array of 
microscale heaters, each maintained at constant temperature using 
electronic feedback loops, were used to provide the boundary 
condition. The scale of the individual heaters is approximately the 
same as that of the departing bubbles in nucleate boiling, and much 
smaller than the large bubble that departs the surface near critical 
heat flux and in transition boiling. Since the heat flux is measured 
directly instead of being inferred from average heat flux data and 
void fraction measurements, the local heat transfer data obtained 
are much more reliable than those obtained to date. These mea­
surements provide to the modeling community a data set in which 
it is not needed to take into account substrate conduction since the 
surface is at constant temperature everywhere. The objective of 
this work was to obtain a detailed picture of the boiling process on 
a small square heater without sidewalls by (1) obtaining boiling 
curves for a small, square heated area including CHF and the 
transition boiling regime, and (2) measuring spatial and temporal 
variations in the wall heat flux over the heater array at various wall 
superheats. Discussion of the validity of various models of boiling 
based on the results is presented. 

It should be noted that the behavior of boiling on small heated 
areas can differ from that on large heated areas. First, the total 
number of nucleation sites is much smaller, and can result in 
heaters smaller than the corresponding average distance between 
nucleation sites on large heaters. Boiling can be delayed to higher 
wall superheats as a result, or the number of nucleation sites may 
not be statistically representative. Second, the Taylor wavelength, 
which is significant in transition and film boiling, can be larger 
than the heater size, resulting in boiling behavior that is not 
representative of that on large heaters. Third, edge-effects due to 
entrainment of the bulk fluid surrounding the heater can signifi­
cantly affect the boiling behavior. The absence of sidewalls does 
affect the results, especially near critical heat flux and in the 
transition regimes since the heat transfer behavior in these regimes 
are greatly influenced by the vapor dynamics above the heater. It 
does not have as much influence in the isolated bubble regime 
because the bubbles are influenced only by the behavior of the 
fluid immediately surrounding the bubble. 

Experimental Procedure 

Experimental Apparatus. Local surface heat flux and tem­
perature measurements are provided by an array of 96 platinum 
resistance heater elements deposited on a quartz wafer as shown in 
Fig. 1 (the inoperative heaters are indicated by the dark squares). 
Each of these elements was 0.26 mm X 0.26 mm in size, had a 
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Fig. 1 Arrangement of 96 heaters in the array, with nonfunctional heat­
ers represented by the black squares 

nominal resistance of 1000 Ci and a nominal temperature coeffi­
cient of resistance of 0.002°C~'. Up to 17 heater arrays were 
fabricated simultaneously on a single quartz wafer using VLSI 
circuit fabrication techniques. Platinum was sputtered onto the 
entire surface of a 500-/i,m thick wafer to a thickness of 0.2 jam, 
a layer of photoresist was deposited and patterned to define the 
heater geometry, then the platinum from the unmasked areas was 
removed using an ion mill resulting in a resistance heater of 
nominally 1000 (I. The platinum lines within each individual 
heater were 5 jam wide and spaced 5 jam apart. The spacing 
between each heater in the array varied from 7 (urn near the center 
of the array to typically 40 /am between heaters on the outer edge 
of the array. Aluminum was then vapor-deposited onto the surface 
to a thickness of 1 jam, the aluminum power leads were masked 
off, and the remaining aluminum was removed using a wet chem­
ical etch. A layer of Si02 was finally deposited over the heater 
array to provide the surface with a uniform surface energy. The 
boiling surface was viewed under an electron microscope, and the 
surface roughness was found to be on the order of the thickness of 
the aluminum power leads to the heaters (~1 /xm). This dimension 
is not really significant, however, since the critical size of the 
cavities required to nucleate bubbles is well below 0.1 /am for 
highly wetting fluids such as FC-72 (Bar-Cohen and Simon, 1988). 
Because the critical cavity size is so small, and because the 
electron microscope used could not resolve such small sizes, it 
could not be predicted in advance where nucleation occurred or the 
size distribution of the cavities. Nucleation could have occurred 
anywhere on the heated surface. 

The completed quartz wafer was diced into chips, each contain­
ing a single heater array. The chips were mounted on a pin-grid-
array (PGA) package using epoxy adhesive, and the pads on the 
PGA were connected to the power leads of the heater array chip 
using a conventional wire-bonding technique. The completed 
package was then mounted in a PGA socket that was connected to 
the control and data-acquisition apparatus. 

The temperature of each heater in the array was kept constant by 
feedback circuits similar to those used in constant temperature 
hot-wire anemometry as shown in Fig. 2. The op-amp measures 
the imbalance in the bridge and outputs whatever voltage is needed 
to keep the ratio RH/R, equal to RJRi- The temperature of the 
heater can be changed by changing Rc. The instantaneous voltage 
required to keep each heater at a constant temperature was mea­
sured (Vout) and used to determine the heat flux from each heater 
element. The large 200 KQ, resistor at the top of the bridge was 
used to provide a small trickle current through the heater, and 
resulted in a voltage across the heater of about 100 mV even when 
the op-amp was not regulating. Because all the heaters in the array 
were at the same temperature, heat conduction between adjacent 

Journal of Heat Transfer 

heaters was negligible. There was conduction from each heater 
element to the surrounding quartz substrate (and ultimately to the 
walls of the chamber where it was dissipated by natural convec­
tion), but this could be measured and subtracted from the total 
power supplied to the heater element enabling the heat transfer 
from the wall to the fluid to be determined. Additional details 
regarding the measurement of the substrate conduction are pro­
vided in the section on data reduction. 

The frequency response of the heaters along with the control 
circuit was found to be 15 kHz by measuring the time it took for 
the voltage across a heater to stabilize after a step change in Vc. 
Because this is much faster than the time scales typically associ­
ated with pool boiling, the heater temperatures were essentially 
constant throughout the bubble departure cycle. 

Shown on Fig. 3 is a schematic of the experimental apparatus. 
The bellows and the surrounding housing allowed the test section 
pressure to be controlled. A stirrer was used to break up stratifi­
cation within the test chamber, and a temperature controller and a 
series of Kapton heaters attached to the boiling chamber were used 
to control the bulk fluid temperature. A detailed description of the 
experimental apparatus and the heater array is given in Rule et al. 
(1999) and Rule (1997). 

Degassing of Fluid. In order to minimize dissolved gas ef­
fects, the FC-72 liquid was degassed using the following proce­
dure. After the test chamber was filled with gas saturated FC-72 
and heated to the saturation temperature corresponding to atmo­
spheric pressure in Denver, CO (Tm = 52.6°C, 0.85 atm), the 
chamber was sealed and the test rig was turned upside down. A 
vacuum pump was used to decrease the pressure around the 
bellows causing it to expand and creating a low pressure above the 
liquid. This caused gas to come out of solution. Once the pressure 
above the liquid reached steady state (about 12 hours), the vapor 
above the liquid was drawn out using a vacuum pump. This 
procedure was repeated until the vapor pressure within the test 
chamber reached the saturation pressure of FC-72 at the corre­
sponding bulk temperature. The final dissolved gas concentration 
in the liquid, determined using the vapor temperature and pressure, 
the properties of FC-72 (3M Fluorinert Manual, 1995), and Hen­
ry's Law, was less than 1.5 X 10~3 moles/mole. 

Heater Calibration. In order to set each of the 96 heaters to 
a single temperature, a relationship between the control voltage 
(Vc) and heater temperature was needed. It would have been a 
complicated problem to measure the relationship between temper­
ature and heater resistance (RH) for each heater in the array, to 
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Fig. 2 Schematic of feedback loop circuit 
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Fig. 3 Schematic of experimental apparatus 

measure the relationship between Vc and Rc in each control 
circuit, then to calculate the relationship between Vc and RH. A 
more reliable method was to calibrate the command voltage, Vc, 
directly with the heater temperature, This was performed accord­
ing to the following procedure. An insulated, circulating constant 
temperature oil bath was heated to the desired calibration temper­
ature within 0.2°C, and the heater array was placed in the bath. The 
control resistance (Rc) was initially set at a low value, so the 
voltage across the heater VO0I was at its minimum value of 100 mV. 
The control voltage was then incremented until the voltage across 
the bridge approached zero and the amplifier began to regulate the 
heater resistance by applying power to the top of the bridge circuit. 
When the voltage across the heater reached a threshold voltage of 
300 mV, the value of the control voltage was noted, and was used 
in future experiments to set the heater to that calibration temper­
ature. This procedure was then repeated for the rest of the heaters 
in the array. The result of a calibration routine was a set of 96 
voltage values which, when applied by the computer control sys­
tem to the voltage-controlled resistance, caused the feedback con­
trol circuit to maintain the heater at the calibration temperature. 
The value of the threshold voltage was important. For the threshold 
voltage used (300 mV), a heat flux of approximately 0.14 W/cm2 

was dissipated in the heater. This was shown experimentally to 
cause a negligible change in heater temperature. It was also high 
enough that it ensured that the heater control circuit was operating 
in its linear range. 

Data Acquisition. Two data acquisition systems were used. 
The first was a commercial system (Daqbook 216 from I/O Tech) 
that was used to digitize the voltage across each heater at up to 
1000 samples per second. Data were acquired using this unit at a 
sampling rate of 20 Hz over 50 s, after allowing the heater array to 
remain at a set temperature for ten minutes. The data were found 
to be quite repeatable under these conditions. The long time 
between data points was chosen because boiling on the surface was 
observed to change with time. Figure 4 shows how the array 
averaged heat flux changed after the wall superheat was suddenly 
decreased from 47.5°C to 17.5°C. Visual observations showed that 
the steps in heat flux seen in Fig. 4 were associated with nucleation 
sites being reactivated as evidenced by new streams of bubbles 
appearing on the surface. Initially, nucleation occurred from only 
a single point on the surface. Between 30s and 60s, two streams of 
bubbles were observed. For times greater than 60s, bubbles nucle­
ated from three sites on the surface. 

The second data acquisition system is a custom designed unit 

that is capable of sampling 16,000 data points from each heater at 
up to 10 kHz. This system was used to obtain time-resolved data 
at 2500 samples/sec from each heater for 0.5 seconds. 

Data Reduction. The heat flux calculated from the voltage 
across the heater and the heater resistance (<?„,„) must be corrected 
to account for substrate conduction. The procedure used to deter­
mine the magnitude of this correction is explained below. 

Wall heat flux versus wall temperature were measured for each 
heater over the range Tw = 50 to 100CC with the test chamber 
pressurized to 2.72 atm and with the bulk fluid at the saturation 
temperature corresponding to atmospheric pressure. The increased 
pressure effectively suppressed boiling on the heater array over 
this temperature range. The measured heat flux from a heater under 
these conditions represents the sum of natural convection and 
substrate conduction from that heater (<?,„+„). The magnitude of 
q„c+„ compared to qa„ over the temperature range of interest is 
seen in Fig. 5. Although q„c+sc is relatively small compared to q,„, 
in the high nucleate boiling and CHF regimes, it becomes a 
substantial fraction of graw in the low nucleate boiling and transi­
tion boiling regimes. The average natural convection component 
over the entire heater (q„) was calculated using the correlation of 
Lloyd and Moran (1974) (flat, upward facing, isothermal heaters), 

0 20 40 60 80 100 120 140 

Time (s) 

Fig. 4 Changes in array averaged heat (lux with time at AT = 17.5°C 
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Fig. 5 Uncorrected boiling curve, substrate conduction, and natural 
convection data 

then subtracted from q„c+sc to obtain the heat flux due to substrate 
conduction (<?„). qsc for each individual heater was then sub­
tracted from q,.m to obtain the heat flux due to boiling (qh). 
Because the heater array is held at constant temperature, the value 
of q„ for each individual heater does not depend much on the state 
of the fluid above the surface. q„c was not subtracted from q,m 

since natural convection does not exist once boiling occurs. Heat 
fluxes in the natural convection portion of the boiling curve are not 
presented because the above procedure simply results in the cal­
culated value of q„c. 

Uncertainty Analysis. The circuit that allows the wall tem­
perature to be adjusted exhibits offset voltages and nonlinearities 
which needed to be carefully compensated for. These compensa­
tions could still result in a certain amount of uncertainty in heater 
temperature since the offset voltages could drift with time. The 
temperature uncertainty due to this drift was estimated to be 0.4 to 
0.6°C. The calibration bath temperature uncertainty was small 
compared to the above uncertainties, and could be neglected. 
However, the value of the heater calibration could be as much as 
0.7°C too high because of self heating, since it was necessary to 
calibrate the heaters at a current level of close to 1 mA in order to 
reduce the uncertainty in the electrical measurements. An addi­
tional uncertainty resulted from the inability to precisely control 
the bulk fluid temperature in the test chamber, which was seen to 
vary during a ten hour run by about 0.5°C. The final uncertainty in 
wall superheat was calculated to be 1.1 CC. 

The uncertainty in qb results from uncertainties in qtm, qnc+sc, 
q„c, and q„. Uncertainties in q,m and q„c+sc resulted from uncer­
tainties in measured voltage across the heaters, the resistance of the 
heaters, and the heater array area. All three of these uncertainties 
were very small compared to the uncertainties that follow, and 
could be neglected. The uncertainty in qnc was assigned the value 
of 100 percent since significant variations in q„c could occur across 
the heater array. However, since q„c represented only about 12 
percent of q„c+lc, this resulted in a relatively small uncertainty in 
qsc. An additional uncertainty in qsc resulted when boiling oc­
curred on the surface since the heat transfer coefficient in the fluid 
surrounding the heater increased above that associated with natural 
convection, and this could change the value of q.,c calculated from 
the above procedure. To quantify this effect, a FLUENT simula­
tion was performed in which the heat transfer coefficient on the 
substrate surrounding the heater was increased from 300 to 1000 
W/m2-K (typical values of the natural convection heat transfer 
coefficient obtained from the above correlation varied between 
280-380 W/m2-K). Variations in qsc of approximately 11 percent 
were calculated. The uncertainties in qaw, q„c+sc, q„, and q„ were 

combined according the methodology of Kline and McClintock 
(1953) to find the final uncertainty at each data point. 

Results 

Spatially Averaged Time-Averaged Boiling Curve. Data 
were taken over a ten-hour period (20 Hz, 50 s for each data point) 
in which the wall temperature was increased and decreased twice 
between 65°C and 100°C in 2.5°C increments. The bulk fluid was 
slightly subcooled by about 1.5CC. The boiling curves for all four 
runs are shown on Fig. 6. The boiling curves are seen to be 
remarkably repeatable with time, although a small hysteresis is 
observed between the increasing and decreasing temperature runs. 
Similar behavior has been observed by other investigators (Ungar 
and Eichhorn, 1996; Rajab and Winterton, 1990). The CHF for all 
cases is similar, however, and is seen to be somewhat higher than 
that obtained from a correlation for small vertical heaters of short 
width (Park and Bergles, 1988). This is not surprising since they 
operated their heaters in a constant heat flux mode, in contrast to 
the constant temperature boundary condition of the current array. 
Park and Bergles (1988) did observe that CHF increased for 
heaters with higher thermal conductivity, which is consistent with 
the observed trends. No hysteresis associated with boiling incipi­
ence was observed due to a flaw in the software—whenever the 
temperature of the heaters was changed, the heater temperatures 
were set to random temperatures for about one second, causing 
some heaters to shut down while others were set to very high 
temperatures. Boiling therefore occurred somewhere on the heater 
every time the array temperature was changed. The heater temper­
atures were decreased to the set temperature after this time, how­
ever. The resulting boiling curve is similar to what one would 
obtain by decreasing the wall temperature without the software 
problem. 

Also shown in Fig. 6 is data taken a few days earlier at a 
sampling rate of 2.5k Hz (labeled "High speed"). This data is quite 
different from the data taken earlier, and is thought to be due to 
incomplete degassing of the fluid. Unfortunately, high-speed data 
was not obtained after this data run. The data shown in Figs. 7-13 
correspond to this high-speed data. 

Spatially Averaged Time-Resolved Results. Spatially aver­
aged time-resolved heat flux is shown on Fig. 7. Not surprisingly, 
the signal during nucleate boiling (Arsat = 25°C) is seen to be 
quite random since the average heat flux over the surface is the 
result of boiling from many individual sites on the surface that do 
not necessarily occur in phase. A FFT of this signal showed no 
strong peaks. 

At CHF (ATSM = 35°C) and transition boiling, the heat flux 
begins to become dominated by the large vapor mass that occa­
sionally departs the surface, and a quasi-periodic signal is observed 
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Fig. 7(b) Array averaged time-resolved heat flux versus time at AT8a1: 
47°C 

to appear. A FIT indicated the emergence of several distinct peaks 
at approximately 26 and 52 Hz at CHF. In transition boiling, the 
secondary peaks become more pronounced and the overall heat 
flux level decreases. The emergence of the two peaks is thought to 
occur due to the formation of "mushroom" bubbles on the surface, 
an example of which is shown on Fig. 8. These "mushroom" 
bubbles were observed in the test facility during a demonstration 
of a high-speed video camera. Although many investigators have 
observed the existence of "mushroom" bubbles, these measure­
ment are believed to be the first to document the wall heat flux 
signature due to these bubbles. 

Time-Resolved Data From Individual Heaters. Seen on 
Fig. 9 are time-resolved heat flux traces for heater 18 in the array 
at various wall superheats. It must be remembered when interpret­
ing this data that bubble behavior on scales smaller than the 
individual heater sized cannot be resolved. Consider first the heat 
flux trace for low nucleate boiling (Arsal = 22CC, Fig. 9(a)). 
Examples of regions where natural convection, enhanced convec­
tion, and boiling are thought to occur on the surface are indicated. 
Nucleate boiling is assumed to occur when large variations in heat 
flux are seen. Natural convection is assumed to be characterized by 
low heat flux levels along with small variations in heat transfer. 
Enhanced convection is assumed to occur when the heat flux level 
is higher than occurs for natural convection, but without the large 
variations in heat flux characteristic of nucleate boiling, and could 

be heat transfer due to bubble-induced liquid motion. The catego­
rization of nucleate boiling and natural convection are based on 
observations of the heat flux variation on the surface and correlat­
ing them to the visual observations of boiling on the surface. For 
example, when large variations in heat flux at relatively high levels 
were observed on a particular heater, a stream of bubbles was seen 
from that heater location. The categorization of enhanced convec­
tion, however, is somewhat murky, since there is no method of 
distinguishing it from natural convection other than by the heat 
flux level. 

The heat flux trace at a slightly higher wall temperature (A7*s„t = 
25°C) consisted almost entirely of nucleate boiling (Fig. 9(b)). The 
average heat flux level at this temperature was significantly higher 
than at lower temperatures, indicating that the increase in heat 
transfer from the surface is partly due to increased heat transfer 
from individual heaters and not just due to the activation of 
additional nucleation sites on the surface or a higher bubble 
departure frequency as commonly assumed when modeling nucle­
ate boiling. If the view that the increase in average wall heat flux 
is due to an increase in bubble departure frequency is correct, an 
increase in the time-averaged heat flux from an individual heater 
would be observed, but not an increase in the peak heat fluxes 
associated with individual bubbles. The heat flux trace in Fig. 9(b), 
however, is clearly higher than that for the lower temperature, 
indicating that the peak heat flux from a given heater does increase. 
Bubbles nucleating from other sites on the heater should not affect 
the heat flux from an individual heater in the array since the bubble 
departure size is on the order of the individual heaters. The bubbles 
nucleating on a given heater must be transferring more energy 
from that heater. This data suggests that the models of nucleate 
boiling commonly used may need to be reexamined. There might 
be other phenomenon such as bubble merging or chaotic bubble 
behavior that might be responsible for the increased heat flux. 
Observations of the bubble using a high-speed camera would have 

1. Critical heat flux point 
ATsat»20.8K, q=15.8X105W/m2 

2. Transition boiling, Type I 
ATsat^410, q=9 95X105 
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4. Transition boiling, Type II 
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Fig. 8 Photograph of mushroom bubbles (Huang, Yokoya, and Shoji, 
JSME International Journal, Series B, 1994, Vol. 37, No. 4, p. 899) 
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been helpful in determining the bubble heat transfer mechanism, 
but such a camera was not available. 

At CHF (ATS„ = 35°C, Fig. 9(c)), regions of low heat transfer 
are observed in the heat flux traces. It is felt that these represent the 
heat transfer when vapor covers the surface. Visual confirmation of 
this is not available at this time, but it is implausible that these low 
heat flux regions would represent natural convection due to the 
high level of bubble activity on the surface. The existence of vapor 
on the surface during CHF has also been observed by other 
researchers (Lee et al., 1985; Kalinin et al„ 1987; Alem Rajabi and 
Winterton, 1988a, b). 

Within the transition boiling region (Fig. 9(d)), the heat flux 
traces indicate that vapor covers the heaters for an increasingly 
larger fraction of time. The shape of the peaks is interesting. 
Typically, a sharp increase in heat flux is initially seen followed by 
a rapid decay and a sharp drop to the vapor state. Similar behavior 
was observed by Chen and Hsu (1995) who obtained transient wall 
temperature and heat flux measurements during droplet contact on 
a superheated surface. They observed that the wall heat flux 
jumped to a high level immediately upon contact, but then decayed 
with time until the droplet evaporated or left the surface. 

Spatially Resolved Time-Averaged Data. Boiling curves 
generated for "rings" of heaters are shown on Fig. 10. In the 
nucleate boiling region, all the heater rings have similar boiling 
curves. The scatter in the data for a given wall superheat is due to 
boiling being initiated at random sites on the surface. Note that 
CHF for the inner heaters (Rings 1-4) occurs at a lower wall 
superheat (30-32°C) than CHF for the entire array (about 35°C). 
At a wall superheat of 35°C, transition boiling occurs on the inner 
heaters. The boiling curves begin to deviate from one another 
above a wall superheat of 32°C. In transition boiling, the boiling 
curves for Rings 1 and 2 are very similar, and the minimum heat 
flux point is almost reached at the highest wall temperature. The 
boiling curves for Rings 3 and 4 are somewhat higher than those 
for the inner rings, while the curve for Ring 5 shows no decrease 
in heat flux over the wall superheats tested. In fact, the heat flux 
from the edge heaters (Ring 5) is seen to increase with wall 
superheat to a level about 150 percent above the CHF for the inner 
heaters at the maximum superheat. The explanation for this, of 
course, is that the edge heaters can be supplied with liquid from the 
side, while the liquid supply to heaters in Rings 1-4 is cut off by 
bubbles generated on the surface. 

Conditional Sampling. In order to conditionally sample the 
heat flux only when boiling occurs on the surface, a boiling 
function was generated. This function is a bimodal signal that is set 
to HIGH when boiling or enhanced convection occurs on the 
surface, and LOW otherwise. Enhanced convection was counted as 
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HIGH when computing the boiling function since it is represents 
additional heat transfer due to bubble motion on the surface. The 
boiling fraction is defined as the time average of the boiling 
function, and represents the time fraction that boiling or enhanced 
convection occurs on the surface. Within transition boiling, where 
the surface is alternately wetted by liquid and vapor, the boiling 
fraction is related to void fraction according to 

Boiling Fraction = 1 — (Void Fraction). 

A schematic of the process by which the boiling function is 
generated is shown in Fig. 11. The time resolved signal is pro­
cessed according to three criteria. Channel C is a simple level 
detector—if the heat flux is higher than what would be expected 
during natural or forced convection or when vapor covers the 
surface, then Channel C is set to HIGH. Simply relying on this one 
channel, however, does not enable a clear discrimination of the 
boiling signal. Channel A assumes that the time derivative of the 
heat flux signal is large when boiling occurs on the surface, and is 
set to HIGH when the rectified first derivative exceed a certain 
threshold value. Channel B computes the rectified second deriva­
tive of the heat flux signal and compares it to a threshold value— 
the output is set to HIGH if the threshold value is exceeded. 
Channels A and B are used to solve the problem of zero crossing— 
the first derivative unavoidable falls below the threshold value as 
it changes sign, resulting in Channel B occasionally being falsely 
declared LOW. The zero crossing problem can be eliminated by 
monitoring Channels A and B simultaneously—both channels 
have crossing dropouts, but the zero crossings of the two channels 
do not coincide in time since the second derivative is zero when 
the first derivative is maximum and vice versa. The OR gate sets 
the boiling function to HIGH if the output from any of the three 
channels is HIGH. The three threshold values used produced 
acceptable boiling functions across the heater array at a given 
superheat, as well as for a given heater at various superheats. 
Examples of the performance of the above criteria in generating 
the boiling function for a given heater at various temperatures is 
shown on Figures 9{a-d). 

Boiling Fraction. The time average of the boiling function for 
each heater in the array was calculated, and these values were 
averaged over heaters within a particular ring. This yields the 
boiling fraction for a particular ring, i.e., the fraction of time the 
heaters in the ring see boiling on the surface. A plot of the boiling 
fraction versus wall superheat is shown on Fig. 12. The boiling 
fraction is seen to reach a value close to unity at a wall superheat 
of about 25°C, well before the temperature corresponding to CHF 
for all rings. The boiling fraction at CHF (ATm = 35°C) is 
observed to be lower than unity for the inner heaters, indicating the 
occurrence of vapor patches on the surface. This is consistent with 
the data shown on Fig. 10, which shows that the transition boiling 
region has been entered at this wall superheat for the inner rings of 
heaters. The boiling fraction for Rings 1-4 decreases quite rapidly 
after CHF. At the highest wall superheat, the innermost heaters see 
boiling only six percent of the time, while boiling is nearly 
continuous on the outer ring of heaters. 

A monotonic increase in the boiling fraction with ring number is 

seen at any given superheat in transition boiling. This agrees with 
the observed bubble dynamics and wall heat transfer pattern. 
Within transition boiling, the heaters were rewetted as the large 
vapor bubbles left the surface. The liquid front was observed to 
move from the outside of the heater array towards the inside 
heaters, then move outward again as the vapor bubble formed once 
again above the heater array. The heaters towards the outside of the 
array thus experience boiling a larger fraction of the time than the 
heaters toward the center of the array. This monotonic increase 
with boiling fraction is not seen during nucleate boiling since 
boiling can initiate anywhere on the surface. 

Conditionally Sampled Heat Flux. The time-resolved heat 
flux data for each heater was conditionally sampled according to 
the boiling function to obtain the heat flux only when boiling or 
enhanced convection occurred on the surface, and averaged over 
the heaters within a particular ring. This results in the average heat 
transfer for a particular ring that is uninfluenced by heat flux 
during vapor contact or natural convection. This quantity is re­
ferred to as the boiling heat flux. The results are shown in Fig. 13. 
It is seen that if one excludes the edge heaters (Ring 5), the boiling 
heat flux more or less collapses onto a single curve for all wall 
superheats, implying that the heat flux at a given wall superheat 
during boiling is constant over the heater surface. For example, the 
heat flux during boiling at ATM = 47°C for Ring 1 is similar to 
that for Ring 4, even though Ring 1 sees boiling only six percent 
of the time while Ring 4 sees boiling 55 percent of the time. It is 
possible that even the data for Ring 5 would collapse onto the other 
data if there were sidewalls around the edge of the heater array. 

During transition boiling, the boiling heat flux for the inner 
heaters is observed to decrease with increasing temperature. The 
reason for this is currently not known, but it may be a result of the 
shorter liquid contact time and/or the establishment of a vapor 
layer underneath the liquid. Similar trends have been seen by other 

Fig. 12 Boiling fraction versus wall superheat for "rings" of heaters 
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researchers (Marquardt and Auracher, 1990; Alem Rajabi and 
Winterton, 1988a, b; Chen and Hsu, 1995). 

The current data indicates that some of the models used to 
predict transition boiling heat flux may be in error. Often, the heat 
flux during transition boiling is modeled as 

q,r = qcw(F) + 9MHF(I - F) 

where F is the fraction of time the surface is covered with liquid 
and qMH¥ is the heat flux at the Leidenfrost point. A variation on 
this model is to extend the nucleate boiling and film boiling curves, 
and weight these values at a given wall temperature on F to find 
the transition boiling heat flux. It is seen from the current data that 
heat transfer during liquid contact does not remain constant at the 
CHF level nor does it increase in the transition boiling region as 
the above two models would suggest. 

Summary and Conclusions 
Time and space resolved heat transfer behavior on a small heater 

without sidewalls was documented in detail using a microscale 
heater array held at constant temperature. Data were obtained in 
the nucleate boiling, critical heat flux, and transition boiling re­
gimes. The measurements indicate that some of the commonly 
accepted views of boiling heat transfer may need to be reexamined. 
Some of the more important observations and conclusions are 
summarized as follows. 

1 The array averaged heat flux was seen to vary quasi-
periodically above CHF due to the formation of "mushroom" 
bubbles over the surface. The wall heat transfer signature due to 
these bubbles was measured. 

2 The inner heaters reach CHF at lower wall superheats than 
that for the array averaged heat flux, as would be expected. The 
heat flux for the edge heaters was observed to increase continu­
ously with wall superheat, reaching heat flux levels much higher 
than the maximum heat flux for the inner heaters. It is possible that 
similar CHF levels would be observed across the array if sidewalls 
were present to limit the flow of liquid to the edge heaters. Vapor 
was observed on the surface at CHF. 

3 Increases in heat transfer with temperature from individual 
heaters in the nucleate boiling regime were observed, suggesting 

that the increase in space averaged heat transfer is not just due to 
an increase in the bubble departure frequency or an increase in the 
number of nucleation sites, as commonly assumed. 

4 Heat transfer during liquid contact in transition boiling was 
constant for a given wall superheat for the inner heaters and was 
observed to decrease with increasing wall superheat, contrary to 
the behavior during liquid contact assumed in many models. 
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Assessment of CHF 
Enhancement Mechanisms in a 
Curved, Rectangular Channel 
Subjected to Concave Heating 
An experimental study was undertaken to examine the enhancement in critical heat flux 
(CHF) provided by streamwise curvature. Curved and straight rectangular flow channels 
were fabricated with identical 5.0 X 2.5 mm cross sections and heated lengths of 101.6 
mm in which the heat was applied to only one wall—the concave wall (32.3 mm radius) 
in the curved channel and a side wall in the straight. Tests were conducted using FC-72 
liquid with mean inlet velocity and outlet subcooling of 0.25 to 10 m s~' and 3 to 29°C, 
respectively. Centripetal acceleration for curved flow reached 315 times earth's gravita­
tional acceleration. Critical heat flux was enhanced due to flow curvature at all conditions 
but the enhancement decreased with increasing subcooling. For near-saturated condi­
tions, the enhancement was approximately 60 percent while for highly subcooled flow it 
was only 20 percent. The causes for the enhancement were identified as (1) increased 
pressure on the liquid-vapor interface at wetting fronts, (2) buoyancy forces and (3) 
increased subcooling at the concave wall. Flow visualization tests were conducted in 
transparent channels to explore the role of buoyancy forces in enhancing the critical heat 
flux. These forces were observed to remove vapor from the concave wall and distribute it 
throughout the cross section. Vapor removal was only effective at near-saturated condi­
tions, yielding the observed substantial enhancement in CHF relative to the straight 
channel. 

Introduction 
Critical heat flux represents a thermal limit that if surpassed can 

result in destructive failure of a device. Since many modern 
devices operate at high heat fluxes, it is desirable to increase this 
limit permitting both a broader heat transfer operating range and a 
larger margin of safety. Applications which may benefit from such 
an increase are direct-immersion cooling of electronic compo­
nents, nuclear reactor cooling, transfer of solar energy to a working 
fluid, and rocket engine combustion chamber cooling. One means 
for enhancing CHF in flow boiling is streamwise curvature. Of 
particular interest to the present study are curved, rectangular 
passages subjected only to concave heating since this configuration 
isolates the enhancement effect. Realizing the drastic conse­
quences of surpassing the CHF limit and the implications of 
raising it, the present authors sought to examine this enhancement 
effect through both heat transfer measurements and flow visual­
ization. 

Streamwise curvature has been shown to enhance both single 
and two-phase heat transfer. Hughes and Olson (1975) performed 
flow boiling tests in one-side-heated rectangular channels using 
thin, ribbon heaters. For heating along the entire 180-deg turn of 
the concave wall, they measured an enhancement in CHF com­
pared to a straight wall for highly subcooled flow (28-61°C). Wu 
and Simon (1995) conducted tests with a thin, low thermal-
capacitance platinum surface located at 90 deg along the concave 
wall. With this localized heater, they recorded CHF enhancements 
that decreased with increasing subcooling. Wu and Simon (1994) 
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performed similar tests with a thick copper-bar heater which 
provided a boiling surface extending over only a portion of the 
channel width. Galloway and Mudawar (1995) used a thick but 
short copper heater which provided heat to the entire width of the 
concave wall over a short length centered at 135 deg into the turn. 
Their tests at near-saturated conditions and low velocities yielded 
an average CHF enhancement of 23 percent. 

The results of these investigators are closely related to the 
conditions under which the experiments were conducted. For ex­
ample, heated length is known to affect CHF. Vapor generated on 
upstream regions of long heaters coalesces downstream impeding 
the movement of cooler bulk liquid toward the surface. The vapor 
layer is not as thick on short localized heaters operating at the same 
heat flux. Gersey and Mudawar (1995a) showed that CHF de­
creases with increasing heated length for the same inlet conditions. 

Secondly, the thermal mass of the heater influences surface 
boiling. Ribbon heaters (0.08-0.13-mm thick nichrome (Hughes 
and Olson (1975)) and sputtered boiling surfaces (800-A thick 
platinum (Wu and Simon (1995)) are more susceptible to imper­
fections which could lead to local hot spots and the coexistence of 
different heat transfer regimes on the surface. A thick heater would 
not support this behavior since heat would be conducted to loca­
tions of least resistance. 

Thirdly, the cross-sectional geometry of the heated section af­
fects coalescence. Vapor generated from a localized heater that 
does not extend the full width of the channel is not as confined by 
the side walls as vapor from a full-width heater. Coalescence also 
depends on whether the shorter or longer dimension of a high 
aspect ratio channel is heated. 

Additionally, there is disagreement regarding the effects of 
subcooling and centripetal acceleration on CHF enhancement. The 
generally reported trend is one of decreasing enhancement with 
increasing subcooling. Leland and Chow (1992) even measured a 
detrimental curvature effect for highly subcooled flow though 
many other researchers did not. Gambill and Green (1958) and Gu 
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et al. (1989) correlated their respective enhancement factors with 
centripetal acceleration to the one-fourth power, drawing on the 
pool boiling correlation proposed by Zuber et al. (1961) which 
contained earth's gravity to the j-power. This dependence of CHF 
on centripetal acceleration remains inconclusive requiring further 
rigorous evaluation. 

The limitations of these prior studies point to a need to more 
systematically explore the enhancement mechanisms using both 
CHF data and flow visualization. The present experimental study 
was set up to obtain CHF data for near-saturated and subcooled 
flow in a curved, rectangular channel subjected only to concave 
heating using a long thick heater. The same test matrix, which 
included a broad range of velocity, was repeated for a straight 
channel in order to assess the enhancement for which curvature is 
responsible. In this manner, the curvature enhancement effect 

could be isolated and quantified. Additionally, flow visualization 
tests were conducted to gain insight into the mechanisms respon­
sible for the enhancement indicated in the data. 

Experimental Methods 

Flow Loop. Heat transfer experiments were conducted using a 
closed two-phase flow loop, a schematic of which is shown in Fig. 
1. It consisted of a large cylindrical reservoir, centrifugal pump, 
flat-plate heat exchangers, flow control valves, flowmeters, test 
section, and CPVC piping. The fluid selected for this investigation 
was FC-72, a dielectric Fluorinert manufactured by 3M Company. 
Its main'attributes are a low boiling point (57°C at 1 atm) and a 
relatively low heat of vaporization, allowing for only a modest heat 
input to achieve boiling. 

Nomenclature 

C„ C2 

D„ = 

constants in Eq. (1) AP — 
constants in Eq. (2) 
measured distance from heater q" — 
inlet to upstream edge of vapor q"„ = 
patch 
hydraulic diameter of channel r = 
centripetal acceleration nondi-
mensionalized with respect to R t = 

gr 

ge 

h 

meas 

Pa 

P,r 

Pis 

= centripetal acceleration 
= earth's gravitational accelera­

tion 
= change in position along an 

acceleration vector 
= measured liquid length be­

tween vapor patches 
= fluid pressure at outlet of 

heated section 
= pressure at concave wall of 

curved channel 
= pressure throughout cross sec­

tion of straight channel 

R2 

ReD 
T 

T„ 
T0 

T 
•*• s a t , o 

T„ 
ATsub,0 

U 

radial pressure rise in curved 
channel 
heat flux 
maximum nucleate boiling heat 
flux, CHF 
radial coordinate in curved 
heater 
radius of inner wall of curved 
channel 
radius of outer wall of curved 
channel 
Reynolds number, UDh/vf 

temperature 
fluid bulk temperature 
fluid temperature at outlet of 
heated section 
fluid saturation temperature (at 
P0) at outlet of heated section 
wall temperature 
fluid subcooling at outlet of 
heated section at CHF 
mean inlet velocity 

x = transverse coordinate in straight 
heater, x = 0 at fluid-surface 
interface 

z = streamwise coordinate, z = 0 at 
heater inlet 

Greek 

SmeaS = measured vapor patch height 
m̂eas = measured vapor patch length 

p = density 
v = kinematic viscosity 

Subscripts 

cur = curved channel/heater 
/ = liquid 
o = outlet of heated section 

sat = saturated 
str = straight channel/heater 
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Fig. 2 Curved heater and bottom plate of curved channel 

Fluid temperature was controlled by an immersion heater sub­
merged in the reservoir and by a series of flat-plate heat exchang­
ers. System pressure could be adjusted by the addition of FC vapor 
into the reservoir which was generated in a pressurization tank. 

Test Channels. Two channel designs were tested in this 
investigation—a curved and a straight channel, shown in Figs. 2 
and 3, respectively. Nearly identical except for the curvature of the 
heated section, they had the same cross section (5.0 X 2.5 mm), 
hydrodynamic entry length (106 hydraulic diameters), heated 
length (101.6 mm), flow instrumentation, and material. 

Each channel was fabricated from two plates of opaque high-
temperature G-10 fiberglass plastic. In the bottom plate of each 
channel (shown in Figs. 2 and 3) was machined a groove that had 
the width and depth of the channel. This groove had three surfaces 
except at the heater location where one of the walls had been 
removed. The heater was installed in this location and aligned with 
the aid of a microscope flush with the interrupted wall. In this 
manner, the flow channel remained rectangular with smooth, con­
tinuous walls—one of which contained a 101.6-mm long heated 
segment. In the curved channel, this heated segment was the 
concave wall whereas in the straight channel it was a side wall. 
When the second plate of G-10 fiberglass plastic was placed on 
top, it closed out the channel, forming the fourth wall. A flexible 
Teflon cord placed in a shallow O-ring groove on the underside of 
the top piece sealed the channel when the two G-10 plates and 
copper heater were bolted together. Flow channel instrumentation 
consisted of upstream and downstream thermocouples and pres­
sure transducers as indicated in Figs. 2 and 3. 

Copper Heaters. Two heaters were fabricated for testing, one 
curved, Fig. 4(a), and the other straight, Fig. 4(b). They were made 
from 99.99 percent pure oxygen-free copper and were identical in 

most respects except for the curvature. For each, the heated surface 
exposed to the flow measured 2.5 mm in width and 101.6 mm 
along the flow direction. 

Three Type-K thermocouples were placed at each of five loca­
tions along the heaters to determine the local heat flux and wall 
temperature, with corresponding locations the same distance from 
the inlet in both the curved and straight heaters. These thermocou­
ples are indicated in Fig. 4, with Locations 1 and 5 referring to the 
inlet and outlet sets, respectively. The three small holes at each 
location were precisely drilled with respect to each other and the 
heated wall. Thermocouple beads (0.33-mm diameter) were in­
serted into these holes then secured in place with high conductivity 
epoxy. 

Power was supplied by cylindrical cartridge heaters connected 
to a 240-volt variac and embedded in the thick portions of the 
curved and straight heaters as shown in Figs. 2 and 3, respectively. 
Distributing cartridge heaters as shown and using a high conduc­
tivity material for both heaters ensured power was evenly applied 
along the beginning of the thin portion. Heat then flowed through 
this thin portion toward the fluid resulting in a temperature gradi­
ent measured by the thermocouples. 

Data Reduction. The component of flux perpendicular to the 
channel wall was approximated from the temperature gradient in 
the same direction. The three thermocouple readings were used in 
a one-dimensional analysis to determine this average flux for the 
corresponding instrumented location. This was accomplished us­
ing a linear-squares best-fit solution to first calculate the logarith­
mic profile in the curved heater or linear profile in the straight 
heater, which are given, respectively, by 

Straight Channel 

DP: Downstream Pressure 
UT: Upstream Thermocouple 
DT: Downstream Thermocouple 

All dimensions in millimeters 

Fig. 3 Straight heater and bottom plate of straight channel 
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Fig. 4 (a) Curved and (b) straight heaters inserted into their respective 
channels with the five thermocouple locations in each heater shown 

T(r) = C , l n ( £ ) + C2 (1) 

and 

T(x) = C,x + C4, (2) 

where r = R2 indicates the concave surface and x = 0 the straight 
surface. With the profile established, calculations of wall heat flux, 
q", and wall temperature, Tw, at a given location were straightfor­
ward, with a constant copper conductivity of 391 W m"' K - ' 
assumed. The consequences of calculating a slope and extrapolat­
ing a value from a profile that was based on discrete data points 
were minimized by using a best-fit solution and by averaging 
temperature readings over 14 seconds while at steady-state condi­
tions. 

The calculations of bulk fluid temperature, Th, at each location 
and outlet temperature, T,„ were based on heat input up to the 
respective locations and the assumption of a well-mixed flow. 
Since it is difficult to measure temperature when vapor exists in a 
subcooled liquid, the bulk average temperature (i.e., thermody­
namic equilibrium temperature) is calculated in order to be able to 
plot a boiling curve and compare data. 

The critical heat flux, q"„, was defined as the largest flux attained 
under steady conditions. Since at CHF a vapor blanket essentially 
insulates the surface, heat supplied by the cartridge heaters could 
no longer be removed by the liquid and remained in the copper to 
cause a temperature rise and gradient decrease. Hence, CHF was 
detected by observing the data for an unsteady increase in calcu­
lated wall temperature accompanied by a sudden decrease in 
calculated wall flux. Since power increments were small, the flux 
prior to this unsteady behavior was recorded as the critical heat 
flux. 

Test Conditions. Fluid in the loop was deaerated prior to each 
series of tests. Once inlet temperature, outlet pressure and flow rate 
were adjusted to desired values, power to the heater was incre­

mented. A data point was recorded at each power setting after 
thermal conditions were deemed steady. Each test proceeded 
through single and two-phase heat transfer regimes generating a 
boiling curve which terminated immediately after critical heat flux. 

These heat transfer tests were conducted at three outlet subcool-
ings (Arsub,„ = rsnt,„ - T„ = 3, 16, and 29°C) with 13 flow 
velocities (U = 0.25 to 10 m s~') examined at each subcooling. 
Arsubi0 refers to the prevailing subcooling value at the outlet of the 
heated section at the time of critical heat flux. Since the outlet 
pressure was held constant at P„ = 1.38 bar for all tests, the 
prevailing FC-72 saturation temperature at the outlet remained 
constant (Tm/) = 66.3°C) as well. Therefore, at the time of critical 
heat flux, the outlet fluid bulk temperature achieved a prescribed 
value (T„ = 63.3, 50.3 or 37.3°C) depending on the subcooling 
value desired for that test. The inlet temperature remained constant 
during a particular test and was chosen such that the outlet tem­
perature would equal its desired value at CHF. Maintaining a 
constant outlet pressure for all tests as well as a constant outlet 
temperature (at CHF) for tests with the same subcooling allowed 
for a meaningful comparison of CHF data. 

For the velocity range tested, the Reynolds number based on 
hydraulic diameter and inlet conditions, Re;, = UD,Jvf, ranged 
from 2,000 to 130,000. Considering also that the hydrodynamic 
entry length measured over 100 hydraulic diameters, fully devel­
oped turbulent flow was assumed to exist at the heater inlet. 
Correspondingly, centripetal acceleration, defined as 

U2 

ranged from 0 to 315. Though Tk, remained constant for a given 
test, it had to be increased as test velocity increased, such that it 
varied over the ranges of 48 to 62, 32 to 49 and 17 to 35°C 
corresponding to outlet subcooling values of 3, 16 and 29°C, 
respectively. 

Earth's gravity had a negligible effect on the flow even at low 
velocities due to the small channel width and the orientation of the 
gravity vector parallel to the heated surface and perpendicular to 
the bulk motion. 

Repeatability and Uncertainty Analysis. The procedures 
for assembling the channel and acquiring data were consistent 
throughout the test program. Boiling curves for duplicated tests 
were nearly identical indicating repeatable results, negligible 
aging of the channel and consistent assembly procedures. For 
multiple tests at the same test condition, CHF values differed 
from their average by less than 3.4 percent. This is within the 
uncertainty in heat flux, which is approximately 8.5 percent at 
low fluxes (q" *» 300 kW irT2) decreasing to less than five 
percent at high fluxes (q" **> 1500 kW irT2). Uncertainty in 
calculated flux arose from uncertainties in temperature differ­
ences among the three thermocouples, thermocouple spacing 
and copper conductivity. The latter two uncertainties were 
assumed constant while the former decreased in significance as 
magnitude of temperature difference (i.e. flux) increased. Wall 
temperature calculations were accurate to within 0.3°C and flow 
rate uncertainty was less than 2.3 percent. 

Numerical modeling revealed that heat losses from the thin, 
instrumented portion of the heater represented only about five 
percent of the heat flowing into this segment for low fluxes (q" «* 
150 kW irT2) and decreased for higher fluxes. Using low conduc­
tivity (0.26 W trT1 K~') G-10 channel plates, high conductivity 
copper for the heater, and a short span for the thin instrumented 
portion helped minimize the heat losses, which were neglected in 
calculations. 

Experimental Results 
The CHF values measured in the present study are given in 

Tables 1 and 2 for the straight and curved channels, respectively. 
In both cases, CHF increased with increasing velocity and increas-
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Table 1 Critical heat flux data for the straight channel 

ATsub,0 

(°C) 

3 

16 

29 

(/(ms-1) 0.25 

240" 

250 

318 • 

319 

389" 

394 

0.5 

251 

249 

352 

355 

427 

431 

1.0 

282 

388 

383 

488 

484 

1.5 

305 

418 

420 

540 

515 

512 

2 

313 

329 

443 

440 

428 

594 

3 

343 

348 

347 

470 

707 

736 

4 

368 

524 

518 

869 

5 

365 

365 

631 

971 

6 

378 

717 

693 

1087 

7 

423 

766 

764 

1182 

8 

469 

858 

1293 

9 

529 b 

937 

1416 

10 

628 « 

1025 

1036 

1526 

CHF values in kW nv2; a: ATlub,0 is more than 1 "C below nominal value; b: ATsub:0 = 4 "C; c: ATsub,o = 5 °C. 

ing subcooling. The increase associated with subcooling is due to 
the cooler bulk temperature more readily condensing the bubbles 
before they coalesce into a vapor blanket. This relationship was 
linear in the straight channel as shown in Fig. 5, a result supported 
by the work of Wu and Simon (1994) and Collier and Thome 
(1994). However, CHF in the curved channel did not display a 
consistently linear relationship with subcooling over the same 
range of velocity. One reason for this inconsistency, which will 
become more apparent later, concerns the different influence buoy­
ancy forces have on vapor removal from the concave wall for 
highly subcooled conditions as compared to near-saturated condi­
tions. 

The comparison of straight and curved-channel boiling curves in 
Fig. 6 reveals the enhancement of both single and two-phase heat 
transfer that streamwise curvature provides. Shown are increases 
in the single-phase convection coefficient, the incipient boiling 
heat flux and the critical heat flux. For Arsub,„ = 29°C, Fig. 6 
shows the enhancement in CHF decreases with increasing 
velocity—from 48 percent at U = 2 m s H to 20 percent at U = 
10 ms"1 . 

Figure 7 shows CHF data for the curved channel normalized 
relative to those for the straight channel in the form of enhance­
ment ratios. The jc-axis shows flow velocity on a linear scale along 
with the nondimensional centripetal acceleration, g*. In most 
cases, the lowest subcooling, Ar,ubi0 = 3CC, offered the largest 
enhancement ratio and for U > 2 m s 1 this was between 60 and 
70 percent. At the low end of the velocity range, the middle and 
high subcooling values alternated in offering the better enhance­
ment due in part to the fact that at some of these velocities CHF 
was detected at different locations along the heater. At higher 
velocities, where CHF was detected solely at the outlet, the CHF 
enhancement ratios tended toward constant values, approximately 

60 percent for Arsllb,0 = 3°C, 40 percent for kTmbfi = 16°C and 20 
percent for Arsub,„ = 29°C. 

The CHF enhancement ratio, but not CHF, decreased with 
increasing subcooling. Hughes and Olson (1975) recorded similar 
trends for the curvature enhancement effect. They performed tests 
with Freon-113 for velocities of 1 to 4 m s"1 for highly subcooled 
flow (28-61 °C) in rectangular channels in which heat was applied 
to the straight, convex, or concave wall. Their data also showed the 
concave-to-straight-channel CHF ratio decreased with increasing 
subcooling. Gu et al. (1989) reported CHF enhancement of greater 
than 40 percent for FC-72 at U = 4 m sM at both low (0.5°C) and 
moderate (20°C) subcooling. However, at U = 1 m s"1, the 
curvature enhancement dropped as subcooling increased. Wu and 
Simon (1994) also noted the tendency for the curved-to-straight 
CHF ratio to diminish with increasing subcooling, as did Leland 
and Chow (1992) who actually reported a detrimental curvature 
effect for 35°C subcooling in their smaller radius (R2 = 28.6 mm) 
channel. 

The solid curve in Fig. 7 represents the curvature enhancement 
ratio if it were a function of centripetal acceleration to the one-
fourth power. Several researchers (Gambill and Green, 1958; Gu et 
al., 1989), following the work of Zuber et al. (1961), have pro­
posed this relationship for CHF in curved channels. Zuber et al. 
offered a correlation for pool boiling in which CHF is proportional 
to earth's gravitational acceleration, ge, to the j-power. Research­
ers have sought to extend this dependence to curved flow by 
replacing ge with the local centripetal acceleration resulting in a 
CHF ratio dependent on g* to the one-fourth power. This relation 
is not reflected by the CHF data obtained for the wide ranges of 
velocity and subcooling in the present investigation. The radial 
pressure gradient in curved flow must therefore be responsible for 

Table 2 Critical heat flux data for the curved channel 
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3 

28 
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4 

50 
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5 

79 
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6 

114 

651 
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7 
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CHF values in kW nr2 ; a: ATsubfi is more than 1 °C below nominal value; b; AT,,^,,, = 4 °C; c: &Tsub,o = 5 °C. 
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Enhancement Mechanisms 
Figure 8 illustrates three key mechanisms for CHF enhancement 

in a curved channel: buoyancy forces, additional pressure on 
liquid-vapor interface, and increase in wall subcooling, all result­
ing from the radial pressure gradient. 

The first mechanism is a buoyancy force which arises when 
matter that is less dense than its surroundings is in the presence of 
a pressure gradient. In this case, the force on a vapor bubble 
surrounded by the denser liquid pulls the bubble toward the inner 
wall. This results in a more efficient removal of vapor from the 
concave surface, making it less likely bubbles will coalesce on the 
heated surface and form a vapor blanket, as shown in Fig. 8(a). 
CHF is therefore delayed to higher fluxes where vapor production 
becomes so intense that coalescence outpaces vapor removal. 
Insight into the manner in which the buoyancy forces enhance 
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Fig. 6 Comparison of boiling curves at outlet of straight and curved 
heated sections for A7"subl0 = 29°C 

CHF was obtained through flow visualization tests and will be 
discussed in the next section. 

Secondly, the pressure gradient enables the liquid contact with 
the wall, which occurs at wetting fronts (troughs) in the wavy 
liquid-vapor interface, to be maintained until higher fluxes, as 
illustrated in Fig. 8(6). Galloway and Mudawar (1993a, b) and 
Gersey and Mudawar (1995a, b) showed that CHF is triggered by 
lift-off of the liquid-vapor interface from the heated surface which 
occurs when the vapor momentum flux in the wetting front over­
comes the pressure force exerted upon the wavy interface. The 
increase in pressure at the concave wall enables the liquid-vapor 
interface to withstand a greater vapor momentum which postpones 
lift-off to higher fluxes, thereby increasing CHF. 

Thirdly, the radial pressure gradient increases the pressure and, 
consequently, the saturation temperature of the fluid at the concave 
wall, as indicated in Fig. 8(c). Compared to a straight channel, this 
leads to a local increase in subcooling which helps enhance CHF. 
This increase in subcooling may be estimated by making a few 
approximations. Pressure rise in a gravitational field is expressed 
by 

A/3 = pgh, (4) 

where p is the medium density, g the local acceleration, and h the 
change in position along the acceleration vector. The local accel­
eration in the curved channel may be approximated as the centrip­
etal acceleration experienced by a fluid particle moving along the 
channel centerline (earth's gravity is neglected), 

U2 

'8c 

(* i + Ri) 

(5) 

For the sake of calculations, consider a straight and curved channel 
that have similar centerline pressures and bulk-averaged velocities. 
Fluid throughout the cross-section of the straight channel has the 
same pressure. But for curved flow, pressure increases at the 
concave wall, above that for straight flow, due to the gradient 
acting over half the channel height, i.e., h = (R2 - R,)/2. With 
these approximations, the pressure increase between the centerline 
and concave wall is given by 
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Ri — R] 
AP = P2c-P2s = PfUi (6) 

This represents the estimated increase in wall pressure between the 
curved and straight channels as a result of the radial pressure 
gradient, indicated in Fig. 8(c) as P2c ~ Pis- Using channel outlet 
pressure {P0 = 1.38 bar) as a reference point for saturation 
temperature, the increase in saturation temperature corresponding 
to this pressure increase can be determined using FC-72 property 
data. Assuming similar bulk temperatures between the two chan­
nels, this saturation temperature increase represents the increase in 
wall subcooling as well. Performing these calculations for U = 10 
m s"' reveals that the radial pressure gradient is responsible for a 
3.2°C rise in subcooling. The associated rise in CHF may then be 
ascertained by referring to Fig. 5 which shows the linear relation 
between critical heat flux and subcooling in the straight channel. 
Extracting the slope for U = 10 m s_l and multiplying by 3.2°C 
yields a CHF enhancement of 120 kW m~2 attributed to this radial 
increase in wall subcooling. This increment in critical heat flux 
represents only 32 percent of the enhancement measured for the 
near-saturated (Arsubi0 = 3°C) case and 40 percent for the highly 
subcooled (Arsub0 = 29°C) case, at this velocity. This indicates 
that the other two mechanisms illustrated in Fig. 8 contribute 
significantly to the curvature enhancement. These issues are ex­
plored in the next section. 

Flow Visualization Results 

Equipment and Procedure. In order to gain insight into the 
relation between vapor dynamics and CHF, a visual investigation 
of the flow boiling process was undertaken. Two additional chan­
nels were fabricated from optical-grade polycarbonate (trade name 
Lexan MP750) with designs identical to those used in obtaining 
CHF data. Tests with these clear channels used the same heaters, 
instrumentation, fluid and flow loop, the only difference being 
optical access to the heated length. 

A Canon LI 8-mm video camera was configured with its lens 
located a few millimeters above the channel. The camera was 
mounted on a tripod which enabled it to be translated in any 
coordinate direction and to traverse the entire heated length. Video 
sequences were recorded with a 30X lens at a rate of 30 frames per 
second and a shutter speed of 1/10,000 of a second. The view 
through the camera was parallel to the heated surface and perpen­
dicular to the flow direction. Approximately 30 mm of the channel 
length were captured in a frame, so the 101.6-mm heated length 
was videotaped in four segments by traversing the camera. 

For each flow visualization test, the heated length was video­
taped for every heat flux increment (data point) of the boiling 
curve though only the vapor characteristics at CHF were measured 
and categorized. Video allowed for the collection of significantly 
more frames of vapor activity than could be acquired with still 
photography. This proved to be a tremendous asset in conducting 
the statistical analysis of vapor size, shape and percentage of 
occurrence. 

Video sequences were obtained in both channels for only the 
near-saturated (Arsllbo = 3°C) and highly subcooled (Arsub?(1 = 
29°C) cases for velocities of U = 0.25, 1, 2 and 4 m s"'. Higher 
velocities were not attempted since vapor dimensions were ap­
proaching sizes too small to be measured reliably and since the 
integrity of the polycarbonate channels would be compromised at 
the higher heater temperatures associated with higher velocities. 
Small holes precisely spaced near the edge of the channel and 
captured in the video images provided a scale by which to make 
measurements of vapor dimensions. These measurements were 
obtained manually using a video monitor and a scale constructed 
for each test based on the known spacing of the small holes. 

Flow Boiling Images. Composite video images of the straight 
and curved heated lengths, shown in Figs. 9 through 11, represent 
typical observations of vapor development along each channel. 
Channel height is 5.0 mm and width (depth of view into page) is 
2.5 mm. The dark region along the channel edge is the heater 
(which is much thicker than actually shown) with upstream and 
downstream adiabatic sections of the channel revealed by the 
lighter shade. Thin dark lines that may be seen in some images are 
microcracks in the polycarbonate material which did not affect the 
boiling process. The small holes used as a measurement scale are 
visible along the edge of the channel. 

Figure 9 shows flow boiling in the straight channel at CHF for 
near-saturated (kTmb,„ = 3°C) and subcooled (Arsubi0 = 29°C) 
conditions at a bulk velocity of U = 1 m s~'. Flow is from left to 
right and the channel is flush with the heater at the inlet though the 
edge is not visible. These images clearly show vapor patches 
growing in both length and height. The larger patches restrict the 
access of liquid at high heat fluxes. Increasing subcooling reduces 
this restriction by decreasing vapor length and height as illustrated 
in Fig. 9(b). The series of vapor patches display an undulating, 
periodic nature which is the basis of the idealized wavy interface 
for CHF modeling first proposed by Galloway and Mudawar 
(1993a, b). 

Vapor development at CHF in the curved channel is shown in 
Figs. 10 and 11 for near-saturated and subcooled conditions, 
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Fig. 9 Video images of flow boiling at CHF in straight channel at U = 1 m s 1 for (a) 
near-saturated (ATsub,<, = 3°C) and (b) subcooled (Ar,ub,0 = 29°C) conditions 

respectively. Figure 10 shows a clear tendency of the buoyancy 
force to pull vapor inward removing it from the concave wall, 
especially near z = 25 mm where the vapor is being elongated and 
pinched. Farther downstream vapor exists throughout the cross 
section. It appears as though the buoyancy force pinches off a 
portion of the vapor mass that had formed along the concave wall 
and pulls this portion into the bulk. The result is numerous vapor 
fragments distributed throughout the cross section. Another con­
sequence is that the vapor which does remain on the surface is not 
organized in large patches; this provides less resistance to the 
rewetting liquid. For subcooled flow, shown in Fig. 11, vapor 
production is significantly reduced but buoyancy can still be seen 
to act on small patches that are elongated toward the inner wall. 

Comparing the near-saturated case of both the straight [Fig. 
9(a)] and curved (Fig. 10) channels highlights the important effect 
of buoyancy forces. Vapor is removed from the concave wall, 
fragmented and distributed in the bulk flow where it is better able 
to condense, while in the straight channel it remains near the 

heated surface providing an impediment to the rewetting liquid. 
Also, the greater height of vapor patches near the inlet region in the 
curved channel are associated with a greater interfacial curvature 
at the wetting fronts, which results in a larger pressure difference 
across the interface. This pressure force acts to maintain liquid 
contact with the surface by more effectively resisting the vapor 
momentum flux, leading to an increased CHF. These phenomena 
are also present in the subcooled case where there is less vapor on 
the curved heated surface (Fig. 11) than on the straight [Fig. 9(b)] 
despite the fact that at the condition shown CHF is 40 percent 
greater in the curved channel. 

Vapor Measurements. In an effort to quantify these obser­
vations, numerous near-wall vapor patches were measured in each 
channel at similar velocity and subcooling conditions. Particular 
characteristics of interest were vapor length, AmHls, maximum 
height, Smras, and location of upstream edge, dup, as illustrated in 
Fig. 12. Additionally, the length of liquid contact with the surface 

101.6 101.6 

- z (mm) 
5 mm 

Fig. 10 Video images of flow boiling at CHF in curved channel at U •• 
1 m s"1 for near-saturated (Ar8Ub,0 = 3°C) conditions 

Fig. 11 Video images of flow boiling at CHF in curved channel at U -
1 m s~1 for subcooled (Arsub,o = 29°C) conditions 
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Fig. 12 Measured (a) lengths and (b) heights of vapor patches at CHF in straight and 
curved channels for U = 1 m s~1 and A7"8Ub,0 = 29°C 

between adjacent patches, /meas, was measured. In some cases, the 
identification of a vapor patch itself was difficult since boundaries 
were not always distinct. Considering the seemingly random na­
ture of the boiling process, measurements were made on 50 video 
frames for each segment of the heater. In this manner, the bubble 
dynamics could be analyzed statistically to identify characteristics 
that might not be apparent in a few frames. 

The measurements were analyzed individually by plotting them 
versus streamwise location and collectively by averaging values 
for each of the four heater segments. In general, the data show that 
for straight channel flow the vapor length, vapor height, and liquid 
length all increase along the flow direction, decrease with increas­
ing subcooling, and decrease with increasing velocity. The liquid 
and vapor lengths vary such that their ratio is relatively constant 
for a given subcooling. For curved flow, vapor length and height 
do not grow downstream, instead they assume relatively constant 
values. 

The effect of curvature on vapor length is ascertained by plot­
ting the measured length of a vapor patch against the distance to 
the center of that vapor patch as measured from the heater inlet. 
Measurements made for the straight and curved channels are 
shown in Fig. 12(a) for conditions of U = 1 m s " 1 and Arsilbi„ = 
29°C. The vapor length grew downstream in the straight channel 
(albeit with scatter) whereas it remained at a lower, constant value 
in the curved channel. This is a direct consequence of the buoy­
ancy forces present in the curved flow. These forces pull the vapor 
inward, eventually breaking off a portion of the patch such that the 
vapor remaining on the surface is reduced in length and height. 
Buoyancy continues to act along the entire curved trajectory pre­
venting the vapor mass from growing significantly. 

An illustration of attenuated vapor height in curved flow is given 
in Fig. 12(fc) for <7 = 1 m sM and ATmbj> = 29°C. The vapor 
height increased downstream in the straight channel but remained 

fairly constant in the curved. Of particular interest is the upstream 
region (0-25 mm) of both heaters where CHF is believed to be 
triggered due to wetting front lift-off. The plot shows that vapor 
height in this region is greater in the curved channel. Buoyancy 
forces pull vapor patches inward, elongating them in the radial 
direction, such that their heights measured normal to the heated 
surface are greater than at corresponding locations in the straight 
channel. Shortly downstream though, buoyancy forces pinch off 
portions and the heights of the vapor patches remaining on the 
curved surface are less than on the straight surface. This is partic­
ularly evident by comparing the video images for the near-
saturated case in Figs. 9(a) and 10. With respect to Fig. 12(b), the 
"row-effect" displayed by the data is merely a consequence of 
making vapor measurements to the nearest 0.25 mm. 

Vapor Shape Analysis. In addition to obtaining measure­
ments, the vapor patches were categorized based on shape to 
identify characteristics pertinent to CHF. These categories are 
depicted in Fig. 13. By far the most common form observed was 
the generic wave-like shape with no special features. It was typi­
cally a vapor mass with maximum thickness near its center and 
tapered on the ends. This wave-like formation, depicted in Fig. 
13(a), grows by the addition of newly generated vapor and by 
coalescence with other vapor masses. 

Two other shapes that warrant discussion highlight the forces 
acting on the vapor. The overhanging vapor type, shown in Fig. 
13(Z>), was observed almost exclusively in the straight channel 
though far less frequently than the wave-like type. This formation 
is initiated with vapor generated at the heated surface. The mo­
mentum of the newly created vapor is directed away from the wall 
toward the center of the channel where the local velocity is greater. 
The liquid momentum in the middle of the channel moves the 
vapor in the streamwise direction while its base maintains contact 
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Fig. 13 Vapor formations observed in straight and curved channels: (a) 
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with the wall through surface tension forces, creating the over­
hanging formation. Once the trapped liquid is evaporated, rewet-
ting of the surface by the cooler bulk is hindered by the interfer­
ence of the overhanging vapor. 

The pinching type formation illustrated in Fig. 13(c) was ob­
served chiefly in the curved channel. Similar to the overhanging 
formation, it too is initiated by vapor generated at the surface and 
thrust outward due to its momentum. Streamwise inertia acts to 
push it along the flow while a buoyancy force provides the distin­
guishing effect. This buoyancy force pulls the vapor toward the 
inner wall elongating it in the radial direction. Eventually, portions 
of the vapor are pinched off with the fragmented portions being 
pulled toward the inner wall. Unlike in the straight channel where 
the large, overhanging vapor remains near the surface hindering 
the liquid rewetting, in the curved channel this vapor is moved 
away from the surface toward the opposite wall. This pinching 
behavior is evident in Fig. 10 near z = 25 mm. 

These two vapor formations illustrate an important distinction 
between straight and curved channel flow boiling that is a major 
contributor to the CHF enhancement. In both cases, vapor is 
generated at the wall while surface tension and streamwise inertia 
act to maintain it there. However, the radial pressure gradient 
present in curved flow leads to buoyancy forces which move vapor 
away from the concave wall. 

Statistical results reveal that the dominant vapor shape is that of 
the wave-like formation. The overhanging vapor formation oc­
curred mostly in the straight channel typically less than ten percent 
of the time. However, for subcooled flow at U = 1 m s~', it 
represented nearly one quarter of the observed patches over the 
downstream half of the heater. The pinching formation appeared 
only in the curved channel due the buoyancy forces pulling on the 
vapor. It also was observed less than ten percent of the time except 
at U = 1 m s~' for ATsub,„ = 29°C where it was noted up to 20.4 
percent of the time. 

Effects of Buoyancy Mechanism. The flow visualization re­
sults, both the qualitative observations and the quantitative mea­

surements, along with the CHF data permit several conclusions to 
now be drawn regarding the effects of buoyancy on CHF. 

First, near-saturated flow realizes a greater benefit from flow 
curvature. The experimental data plotted in Fig. 7 show that the 
critical heat flux enhancement ratio is greatest for the lowest 
subcooling. The vapor generated in near-saturated flow does not 
readily condense and hence must be removed from the surface. 
The buoyancy forces arising from the radial pressure gradient aid 
in removing this vapor thereby delaying coalescence and CHF. On 
the other hand, highly subcooled flow is already very efficient at 
removing vapor from the heated wall by condensing it in the cooler 
bulk. Hence, the effect of an additional mechanism such as that 
provided by a buoyancy force is less significant in highly sub­
cooled flow. Therefore, curvature has a more pronounced enhance­
ment effect for near-saturated flow. 

Secondly, curved flow better utilizes the available subcooling of 
the bulk flow. As clearly shown in Fig. 10, buoyancy forces break 
off portions of surface vapor patches and move these smaller 
portions into the cooler bulk flow where they condense. In this 
manner, the subcooling throughout the cross-section is available 
for condensing the vapor. Additionally, condensation is aided by 
the fact that there are numerous small, jagged patches in the bulk. 
This greatly increases the surface area available for the transfer of 
heat from saturated vapor to subcooled liquid as compared to the 
vapor remaining in large patches, typical of straight channel flow. 

Thirdly, the buoyancy mechanism aids in providing the bulk 
liquid greater access to the concave wall. Buoyancy forces pull 
vapor away from the wall attenuating the length and height of 
vapor remaining on the surface. This counters the continual co­
alescence and restriction that occur as vapor is advected down­
stream, as in the straight channel. The flow boiling images in Fig. 
10 and the vapor measurements in Fig. 12 illustrate that the 
buoyancy forces continually pinch off portions of the vapor. Con­
sequently, the smaller surface vapor patches result in greater 
access for the rewetting liquid and a corresponding increase in heat 
transfer; hence, a higher CHF limit in the curved channel. 

Finally, curvature of the liquid-vapor interface is greater for curved 
flow. The buoyancy forces pull on the surface vapor patches elongat­
ing them in the radial direction. This elongation takes place over the 
upstream region before the forces become strong enough to break off 
portions and pull them into the bulk. Figure 12(b) shows that the 
individually measured vapor heights are larger in the curved channel 
over approximately the first 25 mm. Consequently, the amplitude of 
the vapor wave is larger resulting in greater interfacial curvature. This 
leads to a larger interfacial pressure difference which is able to 
withstand a greater vapor momentum flux, thereby maintaining liquid 
contact with the surface at higher fluxes, increasing CHF. This inter­
facial pressure difference plays a significant role in the lift-off crite­
rion of the critical heat flux model first proposed by Galloway and 
Mudawar (1993b). 

Conclusions 

This paper details an investigation into critical heat flux en­
hancement resulting from streamwise curvature in a rectangular 
concave-heated channel. Test were conducted in curved and 
straight channels to obtain CHF data and to visualize the corre­
sponding vapor characteristics. Key conclusions from this study 
are as follows: 

1 Critical heat flux increases with increasing velocity and 
subcooling for both straight and curved flow. CHF increases lin­
early with outlet subcooling in straight flow but does not show a 
consistently linear relationship in curved flow. 

2 For all flow conditions tested, curvature augments the crit­
ical heat flux limit. At high velocities, this augmentation is ap­
proximately 60 percent for Arsl,bo = 3°C, 40 percent for i J 1 ^ , = 
16°C, and 20 percent for Arsub,„ = 29°C. Clearly, the enhancement 
in CHF is better realized at low subcooling where the flow is more 
dependent upon the buoyancy force for vapor removal. 
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3 Prior to CHF, vapor bubbles in both channels coalesce into 
a wavy vapor layer consisting of vapor patches which propagate 
downstream along the heated wall. Vapor patch length and height 
grow along the flow direction and decrease with increasing veloc­
ity and subcooling in the straight channel. An additional overhang­
ing vapor formation was observed in the straight channel while a 
pinching formation occurred in the curved channel. The distin­
guishing factor between these latter two is attributed to buoyancy 
forces pulling the vapor toward the inner wall in the curved 
channel. The buoyancy forces elongate, then pinch off portions of 
the vapor patches in the curved channel; these fragmented portions 
are pulled into the bulk flow. As a consequence, vapor length and 
height are smaller at most locations in the curved channel and do 
not increase in the flow direction. 

4 The key mechanisms for CHF enhancement in curved flow 
can be summarized as follows: 

(a) Radial increase in pressure leads to a higher local subcool­
ing at the concave wall. 

(b) Buoyancy forces pull vapor away from the concave wall 
thereby delaying coalescence and providing the rewetting liquid 
greater access to the heated surface. 

(c) Buoyancy forces pinch off and transport portions of the 
vapor into the cooler bulk. In this way, curved flow is better able 
to utilize the available subcooling throughout the cross section. 

(d) Buoyancy forces pull on the surface vapor patches elongating 
them in the radial direction. This results in a larger pressure difference 
across the liquid-vapor interface which acts to maintain liquid contact 
with the surface by more effectively resisting the vapor momentum 
flux, leading to an increased CHF. 
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Condensation of 
Downward-Flowing Zeotropic 
Mixture HCFC-123/HFC-134a 
on a Staggered Bundle of 
Horizontal Low-Finned Tubes 
Experiments were conducted to obtain row-by-row heat transfer data during conden­
sation of downward-flowing zeotropic refrigerant mixture HCFC-123/HFC-134a on 
a 3 X 75 (columns X rows) staggered bundle of horizontal low-finned tubes. The 
vapor temperature and the HFC-134a mass fraction at the tube bundle inlet were 
maintained at about 50°C and nine percent, respectively. The refrigerant mass velocity 
ranged from 9 to 34 kg/m2 s, and the condensation temperature difference from 3 
to 12 K. The measured distribution of the vapor mass fraction in the tube bundle 
agreed fairly well with that of the equilibrium vapor mass fraction. The vapor phase 
mass transfer coefficient was obtained from the heat transfer data by subtracting the 
thermal resistance of the condensate film. The heat transfer coefficient and the mass 
transfer coefficient decreased significantly with decreasing mass velocity. These val­
ues first increased with the row number up to the third (or second) row, then 
decreased monotonically with further increasing row number, and then increased 
again at the last row. The mass transfer coefficient increased with condensation 
temperature difference, which was due to the effect of suction associated with conden­
sation. On the basis of the analogy between heat and mass transfer, a dimensionless 
correlation of the mass transfer coefficient for the 4th to 14th rows was developed. 

Introduction 
Zeotropic refrigerant mixtures have been investigated as 

working fluids of refrigeration and heat pump systems because 
of their potential of improving the coefficient of performance 
over pure refrigerants. The equilibrium temperature of the zeo­
tropic mixture changes as evaporation or condensation pro­
ceeds. This characteristics can be used to minimize the energy 
loss of the system by matching the temperature glides of the 
working fluid in the evaporator and condenser with those of the 
heat source and the heat sink, respectively. Several zeotropic 
mixtures have been tested successfully (Kiiver and Kruse, 1986; 
Murloy et al., 1988; NEDO, 1993). Recent researches are fo­
cused on several kinds of two component and three component 
HFC mixtures that are to be used as replacements for HCFC-
22 and R-502. 

One of the adverse effects associated with the use of zeotropic 
refrigerant mixture is that the condensation heat transfer coeffi­
cient is considerably lower than that for pure refrigerants. This 
is due to the existence of diffusion layer in the vapor phase. 
Uchida et al. (1994a, b) and Ebisu et al. (1995) tested several 
kinds of enhanced tubes for in-tube condensation of R-407C, a 
replacement for HCFC-22. The heat transfer performance of 
the best performing tube was still lower than that obtained for 
condensation of HCFC-22 in commercially available microfin 
tubes. 

Relatively little work has been reported on the condensation 
of zeotropic refrigerant mixtures on horizontal tubes and bun­
dles of horizontal tubes. Hijikata et al. (1989) studied forced 
convective condensation of CFC-113/CFC-l 14 (10 wt % CFC-
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114) mixture with vertical and horizontal vapor flows on a 
smooth tube and two kinds of finned tubes with high fins and 
low fins, respectively. The vapor Reynolds number Re„ ranged 
from 1.3 X 103 to 9.3 X 103. The highest performance was 
obtained with the combination of the high-fin tube and the 
horizontal vapor flow. They calculated the heat transfer coeffi­
cient of the diffusion layer by subtracting the resistance of liquid 
film from the overall heat transfer resistance. For the finned 
tubes with vertical vapor flow, the calculated value was 1.0 to 
1.9 times as large as that obtained from the analogy between 
heat and mass transfer. Singe et al. (1995) reported the average 
heat transfer data for condensation of nearly stagnant HFC-
134a/HFC-23 (8-12 wt % HFC-23) on 4 X 13 (columns X 
rows) staggered bundles of smooth tubes and finned tubes with 
Y-shape fins. Two columns at the center were active tubes and 
the other columns consisted of dummy tubes. For the finned 
tube, the average heat transfer coefficient was considerably 
lower than the previous results for HFC-134a (about a factor 
of 7) and the difference increased with decreasing condensation 
temperature difference. Comparison of the smooth and finned 
tubes revealed that the heat transfer coefficient was about the 
same at a small condensation temperature difference (around 6 
K). For the finned tube, the heat transfer coefficient increased 
significantly with increasing condensation temperature differ­
ence. For the smooth tube, on the other hand, it decreased 
slightly with increasing condensation temperature difference. 

The objective of the present study is to obtain a better under­
standing of the heat transfer characteristics during condensation 
of a downward-flowing zeotropic mixture on a staggered bundle 
of horizontal low finned tubes. Row-by-row experimental data 
were obtained for a standard low-finned tube with HCFC-123/ 
HFC-134a (about 9.wt % HFC-134a) as a test fluid. This mix­
ture is suited to study the effect of vapor-phase mass transfer 
resistance on the condensation heat transfer, because it shows 
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Table 1 Dimensions of test tube 

1 > 

Tube diameter at fin tip d 
Tube inside diameter 
Effective tube length / 
Fin pitch 
Fin spacing at fin tip 
Fin height 
Fin half-tip angle 

15.6 mm 
11.2 mm 

100 mm 
0.96 mm 
0.72 mm 
1.43 mm 
0.082 rad 

Condensate 

1. Boiler 
2. Superheater 
3. Calming section 
4. Test section 
5. Drain separater 

7. Dump condenser 
8. Condensate receiver 
9. Chilling unit 

10. Cooling water tank 
11. Feed pump 

6. Condensate measur- 12. Circulation tank 
ing tube 13. Orifice 

14. Inverse U-tube 
manometer 

15. Feedpump 
16. Mixing chamber 
17. Pressure gauge 
18. Rotameter 
19. Vacuum pump 

Fig. 1 Schematic diagram of experimental apparatus 

a large temperature difference (11 to 20 K) between the dew 
point and the boiling point for the experimental conditions de­
scribed in the next section. The results were compared with 
those for HCFC-123 and previous results for HFC-134a (Honda 
e t a l , 1995b). 

Experimental Apparatus and Procedure 
The experimental apparatus, which consisted of a natural 

circulation loop of HCFC-123/HFC-134a and a forced circula­
tion loop of cooling water, is schematically shown in Fig. 1. It 
was basically the same as those used in the previous studies for 
CFC-113 (Honda et al., 1991 and 1992), HCFC-123 (Honda 
etal., 1995a), and HFC-134a (Honda etal., 1995b). The exper­
imental apparatus was thermally insulated using insulating ma­
terials made of glass fiber and urethane foam. The test section 
was a 3 X 15 (columns X rows) staggered bundle of horizontal 
tubes. The test tube was a standard low-finned tube made of 

copper. The dimensions of the test tube are listed in Table 1. 
A 9-mm-i.d. rod made of PVC was inserted concentrically in 
the test tube to enhance the coolant side heat transfer. The tube 
bundle was assembled in a vertical duct with inner dimensions 
of 66 X 100 mm2, as shown in Fig. 2. Both the horizontal and 
vertical tube pitches were 22 mm. The odd rows consisted of 
three active tubes, while the even rows consisted of two active 
tubes and dummy half tubes on the duct walls. 

The vapor pressure at the tube bundle inlet was measured by 
a precision Bourdon tube gage. The local vapor and condensate 
temperatures just upstream and/or downstream of each row 
were measured by T-type thermocouples inserted in the test 
section. A shield and a gutter were attached just above and 
below the thermocouples that were used for the measurements 

Test Tube 

Dummy 
Tube 

Fig. 2 Cross-sectional view of test section 

Nomenclature 

A = cross-sectional area of duct 
cD = drag coefficient 
D = diffusion coefficient 
d = tube diameter at fin tip 
G = mass velocity of refrigerant based 

on maximum flow cross section 
h = specific enthalpy 
k = number of condensing tubes in a ho­

rizontal row 
/ = effective tube length 

m = condensation mass flux 
n = vertical row number counted from 

top row 
p = vapor pressure 
Q = heat transfer rate for a horizontal 

row 
Qi = heat loss for a horizontal row 

q = average heat flux for a horizontal 
row 

Re„ = vapor Reynolds number based on 
minimum flow cross-section = 
t,Gxdlfiv 

Sct, = Schmidt number of vapor 
Sh = Sherwood number = pd/D 

T = temperature 
Tw = average wall temperature at fin 

root for a horizontal row 
AT = condensation temperature differ­

ence = Tv - T„ 
x = quality 
y = mass fraction of more volatile 

component 
a = average heat transfer coefficient 

for a horizontal row 

as = average heat transfer coefficient for 
a condensate film 

P = average mass transfer coefficient for 
a horizontal row 

C, = ratio of maximum and minimum 
flow cross sections 

fj, = dynamic viscosity 
p = specific density 
u> = dimensionless parameter = (y„ — 

yu)/(y»i - yu) 

Subscripts 
c = cooling water 
i = interface 
I = condensate 

n = nth row 
v = vapor 
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of the vapor and condensate temperatures, respectively. The 
cooling water temperatures at the inlet and outlet of each tube 
row were measured by two-junction thermopiles inserted in 
mixing chambers. All thermocouples and thermopiles were 
carefully calibrated by using a precision constant water bath 
and a standard resistance thermometer. The readings were re­
peated ten times consecutively and they were recorded by a 
programmable data logger to I /xV for the thermocouples and 
to 0.1 ixW for the thermopiles. Then the average values of the 
ten measurements were adopted as the experimental data. 

The tube wall temperature was measured by the resistance 
thermometry. The test tubes were electrically insulated from 
the duct wall and voltage taps were soldered at both ends of 
100-mm long condensing sections. Thirty-eight test tubes and 
a standard resistor of 1 mf2 were connected in series to a 40 A 
DC current supply to measure the voltage drops. Preliminary 
experiments were conducted to obtain the calibration curves for 
the temperature-resistance relation of each test tube and the heat 
loss to the environment from the tubing between the inlet and 
outlet mixing chambers of each tube row Q,, The test section 
was evacuated using a vacuum pump to minimize heat loss 
from the tube surface. Then water at a prescribed temperature 
was passed through the test tubes. The thermopile outputs and 
the voltage drops of the test tubes and the standard resistor were 
read five times consecutively and recorded by a programmable 
data logger to 0.1 (MV. In order to avoid the effect of parasitic 
voltage on the measured voltage drops, the readings were re­
peated another five times after reversing the DC current. Then 
the average values of the ten measurements were adopted as 
the experimental data. The cooling water flow rate for each 
tube row was measured by an orifice and an inverse U-tube 
manometer. For the measurement of the temperature-resistance 
relation, the water flow rate was kept at a high value so as to 
minimize the temperature drop of water between the inlet and 
outlet mixing chambers (<0.05 K) and the wall temperature 
was assumed to be equal to the average value of the measured 
water temperatures. For the measurement of Qh the water flow 
rate was kept at a low value so as to obtain a relatively large 
water temperature variation between the inlet and outlet mixing 
chambers (==0.2 K). The value of Qh which was obtained from 
the flow rate and temperature variation of water, was plotted as 
a function of the temperature difference between the water and 
the ambient air. The calibration curve for the heat loss to the 
environment from the boiler, the vapor supply duct and the test 
section was also obtained by a preliminary experiment. The 
refrigerant loop was shut at the outlet of the test section by 
using a brass plate. The valve at the inlet of the boiler was also 
closed. Then a low electric power was supplied to the boiler. 
After a steady-state was reached, the temperatures of vapor in 
the test section and ambient air were measured. The temperature 
difference between the vapor and the ambient air increased 
linearly with the electric power input. It was found that the 
heat loss was less than 350 W for the experimental conditions 
described below. 

The local composition of refrigerant vapor in the tube bundle 
was measured by a gas chromatograph. Sampling probes made 
of a 1.5-mm-o.d. stainless steel tube were inserted just upstream 
of the odd rows. A shield was attached just above the tip of 
the probe to avoid sampling of condensate. The probes were 
connected to buffer tanks of the gas chromatograph via small 
containers for storing vapor samples. Stop valves were attached 
to the tubing at the inlet and outlet of each container. The tubing 
was heated to prevent condensation of vapor. Before sampling 
the vapor, the valve at the inlet of each container was closed 
and the tubing was evacuated using a vacuum pump. Then the 
valve at the outlet of the container was closed and the gas 
sample was introduced into each container by opening the valve 
at the inlet. Then the valve at the inlet was closed. The gas 
samples were introduced to the buffer tanks just before the 
measurement started. Measurements were repeated twice start­

ing from the first row. The calibration curve for the relation 
between the mass fraction and the peak area ratio of the chroma-
togram was obtained by preliminary experiments using gas sam­
ples with known mass fractions. 

The wall temperature measured by the resistance thermome­
try is considered to be a kind of average temperature of the test 
tube. The contribution of fins to the electrical resistance of the 
tube was estimated by using the thermal conductance data for 
infinite plates with repeated rectangular grooves normal to the 
heat flow on one side of the plate (Schneider, 1985). The results 
indicated that the difference in the electrical resistance between 
the finned tube and a superficial smooth tube obtained by cutting 
off the fins was about five percent. It was also revealed that the 
fin efficiency was about 99 percent. Thus the measured wall 
temperature was assumed to be equal to the average temperature 
of the superficial smooth tube and the wall temperature at fin 
root was obtained from the measured value making a small 
correction (ssO.l K) for the wall conduction for one half of the 
tube thickness. 

Experiments were performed at the inlet vapor temperature 
TvM of about 50°C, and the inlet vapor mass fractions of HFC-
134a, yViin, of zero and about nine percent. The vapor pressure 
at the tube bundle inlet was about 209 and 246 kPa for yVi-m = 
zero and nine percent, respectively. In order to attain a dry 
saturated condition at the tube bundle inlet, the superheater was 
switched off. The refrigerant mass velocity G (based on the 
duct cross section) was changed in three steps (10, 20, and 34 
kg/m2s) by changing the power input to the boiler from 10 to 
35 kW. This corresponded to the range of Re„ at the tube bundle 
inlet of 4.1 X 104 to 1.4 X 105. The condensation temperature 
difference AT = T„ - T„ was changed in four steps from 3 to 
12 K, where Tv is the local vapor temperature and Tw is the 
arithmetic average of wall temperatures at the fin root for two 
or three active tubes in a horizontal row. It is relevant to note 
here that for the mixture, the value of Tv decreased as condensa­
tion proceeded. The variation of Tv in the tube bundle ranged 
from 1.2 to 12 K depending on the operating condition. Hence 
it was impossible to maintain a constant AT for all tube rows. 
The value of AT described in this paper is the nominal value 
that applies to the upper rows. The maximum variation among 
the ten temperature measurements ranged to 0.2 K for T„, 0.5 
K for the condensate temperature T, and the tube wall tempera­
ture, and 0.04 K for the cooling water temperature. These results 
indicate an unsteady nature of condensation phenomena in the 
tube bundle. Considering the measurement procedure and the 
temperature variation described above, the uncertainties in the 
time average values of Tv and T„ are estimated to be within 
0.05 and 0.1 K, respectively. The measured wall temperatures 
of the two or three tubes in the same horizontal row increased 
in the direction of coolant flow. The tube-by-tube variation 
in the wall temperature AT„ was less than 18 percent of the 
condensation temperature difference for the first to the 14th 
rows. However, the AT J AT ratio ranged from 27 to 76 percent 
for the 15th row. Thus the experimental data for the last row 
were affected considerably by the tube-by-tube variation of the 
wall temperature. 

The average heat flux q and the average heat transfer coeffi­
cient a for a horizontal row are, respectively, defined on the 
projected area basis as 

q = {Q + Qdlk-ndl, (1) 

a = qIAT (2) 

where Q is the heat transfer rate calculated from the temperature 
rise and flow rate of the cooling water, Q, is the heat loss to 
the environment, k is the number of condensing tubes in a 
horizontal row (=2 or 3). The temperature rise of the cooling 
water was kept within the range of 1 to 3.3 K by adjusting the 
flow rate. The value of Q ranged from 76 to 906 W, and that 
of Qi from 1 to 7 W. The QJQ ratio was less than four percent. 
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The heat generation at each tube as a result of the thermometry 
current was about 0.1 W. The uncertainty in the measured value 
of q was estimated to be within five percent, and that of AT 
within five percent for AT a 3 K. Thus the uncertainty in a is 
estimated to be within seven percent for AT s 3 K. 

The heat balance and the mass balance for the nth row are, 
respectively, written as 

GA[hvx + h,(\ - x)]„ 

= (Q + Qi\ + GA[h„x + h,(l- x)]„+l (3) 

y„in = [yvx + y,(l - x)]n+i (4) 

where A is the duct cross-sectional area, x is the quality, ht and 
«„ are the specific enthalpies of falling condensate and bulk 
vapor, respectively, y, and yv are the mass fractions of falling 
condensate and bulk vapor, respectively, and subscript n for the 
refrigerant denotes the condition just upstream of the nth row. 
It is assumed that the mass fraction of condensate generated on 
each tube row is equal to the equilibrium liquid mass fraction 
yu that corresponds to the liquid-vapor interface temperature T, 
and pressure p. If no mixing is assumed between the condensate 
generated on each row and the falling condensate from the 
upper row, yhn+1 is given by 

n 

y,,„+i(l - xn+l) = X yu,j(Xj - xJ+l). (5a) 

On the other hand, if a complete mixing of condensate is 
assumed at each tube row, y/>„+1 is given by 

yi,n+i = yn,n- (5b) 

The actual value of _y/„+1 is supposed to lie in between those 
given by Eqs. (5a) and (5b). The interfacial temperature T: 

was obtained from the following equation: 

q = a,(Ti - Tw) (6) 

where a, is the heat transfer coefficient for the condensate film. 
The value of ocs was estimated by using a dimensionless correla­
tion of experimental data for HCFC-123 and HFC-134a (Honda 
et al , 1995b) that were obtained by using the same experimental 
apparatus. The dimensionless correlation had the form a,/aNu 

= /(Re„, «) , where aNll denotes the prediction of the Nusselt 
(1916) equation for a horizontal smooth tube. The pressure 
drop in the tube bundle was obtained from the following equa­
tion (Fujii, 1983): 

P„+i = P„ + [(GxflpX - l(Gx)2/pv]„+i 

-2cDt;2l(Gx)2/pv]m (7) 

where £ (=3.44 — 3.55) is the ratio of the maximum and 
minimum flow cross sections, cD is the drag coefficient and 
subscript m denotes the mean value between the rath and (n + 
1 )th rows. The value of cD was estimated from the experimental 
results for HCFC-123. The calculated value of pressure drop 
was less than 2.3 percent of the inlet pressure (about 2.45 X 105 

Pa for the mixture). In the data reduction, the thermodynamic 
properties of the mixture were obtained from the SRK equation 
of state and an estimation program based on this equation (Ta-
kamatsu and Ikegami, 1990). The values of 0.275 and 0.319 
recommended by Kubota et al. (1990) were used for the acentric 
factors for HCFC-123 and HFC-134a, respectively. The binary 
interaction parameter was determined to be 0.034 based on the 
phase-equilibrium data obtained by Kubota et al. (1991). The 
transport properties of the mixture were estimated from those 
of HCFC-123 and HFC-134a given in the JAR Data Book 
(1990) by using representative mixing rules recommended by 
Reidetal . (1987). 

If it is assumed that the vapor is saturated and x = 1 at the 
tube bundle inlet, the values of x, yu y„, Tt and p for a horizontal 

0 "/, n yu, n Jv, n ^vi, n 1 

Fig. 3 Conditions of bulk liquid and vapor and equilibrium condition at 
condensate surface plotted on the phase diagram 

row are obtained iteratively from Eqs. (3) - (7) with the known 
values of (Q + Q,), Th Tv and Tw, and the calculated values of 
x,yi,y„, yu and p for the upper row. However, it was revealed 
that the calculated value of y„ was smaller than the equilibrium 
vapor mass fraction corresponding to Tv and p, with the differ­
ence increasing with the row number. This was probably due 
to the inaccuracy of the equation of state and the fact that the 
value of hv was relatively insensitive to the variation of v„. 
Hence a small error in the estimated value of «„ resulted in a 
large error in y„. Thus, the vapor was assumed to be saturated 
at each tube row and the equilibrium vapor mass fraction corre­
sponding to r„ and p was assumed for y„ instead of the value 
obtained from the foregoing procedure. This means that Eq. (4) 
was not used in the data reduction. The maximum difference 
in the calculated value of x between the two procedures was 
about five percent at the tube bundle exit. 

The condensation mass flux m and the vapor phase mass 
transfer coefficient 0 for each tube row are, respectively, defined 
on the projected area basis as 

where UJ = (yv — y(,)/(y„, — yu), y„, is the equilibrium vapor 
mass fraction corresponding to the interfacial condition. It is 
relevant to note here that two values of p are obtained from 
Eq. (9) depending on the definition of y, given by Eqs. (5a) 
and (5b). Experimental results showed that the difference be­
tween the two was small (less than nine percent). For the finned 
tube, in which active condensation occurs mainly at the thin 
film region near the fin tip, the actual value of y, is considered 
to be close to that given by Eq. (5a). 

Thus, in the following consideration is given to the value of 
0 based on Eq. (5a). Figure 3 shows schematically the condi­
tions of bulk liquid and vapor and the equilibrium condition at 
the surface of condensate film on the tube plotted on the phase 
diagram. 

Experimental Results 

Figure 4 shows an example of the distributions of measured 
and calculated quantities in the tube bundle. In Fig. 4 (a ) , the 
distributions of Tv, Th Tt, T„, and Tc are presented, where Tvl 

and To2 denote the vapor temperatures measured at different 
positions in a tube row, and Tc the average cooling water temper­
ature for a tube row. It is seen from Fig. 4(a) that Tv and 
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j i I i _ i i i L 

Fig. 4 Distribution of measured and calculated quantities in tube bundle 

Tt decreases gradually with increasing n. This is due to the 
temperature glide associated with the progress of condensation. 
It is also seen that T, is generally higher than T, and is close to 
T„ for the upper rows. This indicates that the falling condensate 
is heated by the surrounding vapor. In Fig. 4(b), the distribu­
tions of q, a and (1 - x) are presented. It is seen from Fig. 
4(b) that q and a takes the maximum values at n = 2 and n 
= 3, respectively. These values decrease with further increasing 
n and the value of a increases again at the last row. This is due 
to the increase in Tw at the last row observed in Fig. 4 (a ) . It 
is not clear at present why a increased at the last low. In this 
connection it is relevant to note here that the experimental data 
for the last row was affected by a large row-by-row variation 
of the wall temperature. 

Figure 5 compares the measured and calculated distributions 
of yv in the tube bundle. In Fig. 5, three cases with the same G 
(=20 kg/m2s) and different AT are presented. Except for the 
first three data points for AT = 12 K, the measured y„ increases 
with the vertical row number n, with the increase being more 

significant for larger A7\ It is also seen that the measured 
values agree fairly well with the calculated values. An irregular 
variation of the measured yv observed for AT = 12 K at the 
upper part of the tube bundle is probably due to the difficulty 
associated with the sampling of vapor. 

Figure 6 shows a for the first row plotted as a function of 
AT with G as a parameter. The open and closed symbols show 
the cases of HCFC-123/HFC- 134a and HCFC-123, respec­
tively. In Fig. 6, experimental data for HFC-134a reported by 
Honda et al. (1995b) are also shown for comparison. The a 
value for the mixture is considerably lower than those for 
HCFC-123 and HFC-134a, and the difference between the mix­
ture and pure refrigerants is more significant for smaller G. 
This is due to the increase in the vapor-phase mass transfer 
resistance for smaller G. For both cases of the mixture and pure 
refrigerants, a decreases as A r increases. However, the mixture 
shows a smaller dependence on AT than the pure refrigerants, 
and even shows an upturn at AT > 8 K for G = 10 kg/m2s. 
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Fig. 5 Distribution of vapor mass fraction in tube bundle 
Fig. 6 Effect of condensation temperature difference on heat transfer 
coefficient; comparison of mixture and components 
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This may be due to the decrease in the mass transfer resistance 
as a result of the suction effect, which acts to thin the boundary 
layer thickness. Similar results are reported by Hijikata et al. 
(1989) for single tubes and by Signe et al. (1996) for the first 
row of finned tubes. 

Figure 7 shows a plotted as a function of n with G as a 
parameter. The open and closed symbols show the cases of 
mixture and HCFC-123, respectively. Generally the effect of 
vertical row number is more significant for the mixture. For the 
mixture, the a value first increases with n up to the third row. 
Then it decreases gradually with further increasing n and then 
increases again at the last row. It is also seen that the a value 
for the mixture is smaller than that for HCFC-123, and the 
difference between the two is more significant for smaller G 
and larger n (except the last row). Four lines in Fig. 7 show 
the predictions of the Nusselt (1916) equation for a horizontal 
smooth tube. For the case of G = 10 kg/m2s, the a value for 
the mixture is only a little higher than the prediction of the 
Nusselt equation at the lower rows. 

Figure 8 shows a plotted as a function of n with AT as a 
parameter. For both cases of the mixture and HCFC-123, a 
decreases as AT increases. However, the decrease is less sig­
nificant for the mixture than for HCFC-123. It is also seen that 
for the mixture, the highest value of a is obtained at n = 3 for 
AT S 5 K and at n = 2 for AT s 8 K. 

Figure 9 shows the mass transfer coefficient P plotted as a 
function of n with G as a parameter. It is seen that the depen­

dence of P on n and G is basically the same as the case of a 
shown in Fig. 7. However, the effect of G is more significant 
for f5 than for a. 

Figure 10 shows 0 plotted as a function of n with AT as a 
parameter. The data points are the same as those presented in 
Fig. 8. It is seen from Fig. 10 that /? increases as AT increases. 
This is due to the effect of suction associated with condensation, 
which acts to thin the diffusion layer. This result is in contrast 
to the case of a shown in Fig. 8, where it decreases as A7" 
increases. 

The decrease in the heat transfer coefficient for the mixture 
compared to that for HCFC-123 as shown in Figs. 6-8 is due 
to the presence of diffusion layer in the vapor phase. Here we 
try to develop a dimensionless correlation for the mass transfer 
coefficient. Zukauskas (1972) proposed a correlation for forced 
convection heat transfer in a staggered bundle of smooth tubes. 
By use of the analogy between heat and mass transfer, this 
correlation may be transformed to the mass transfer correlation 
for the limiting case of m -> 0 as follows: 

Sh0 = a Re°6 Sc,° (10) 

where Sh0 = PadID, Re„ = C,Gxd/fiv, f}0 is the mass transfer 
coefficient for m-*0, and a is the proportionality constant. The 
value of a increases with n and is equal to 0.35 for n == 10. In 
the actual condensation process, the vapor phase mass transfer 
is subject to the effect of suction and ft is greater than p0. 
According to the stagnant film model, P is related to p0 by the 
following equation: 
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Sh_ 
Sh„ (1 

- m l 
to) \u) 

(11) 

where Sh = (3dlD. For forced convection condensation of va­
por-gas mixture on a cylinder, Rose (1980) proposed a theoreti­
cally based approximate expression for (5. This expression may 
be extended to the present case as follows: 

Sh 

Re°J 
b{[\ + 2(1/u - l )Sc!P 6 ] e 

1] 
(1 - w ) 

(12) 

Also, Hijikata et al. (1989) proposed the following equation: 

Sh = c(pJPviy
n(\lu))xn Re?'6 ScJ'3. (13) 

Figure 11 shows Sh for the 4th to 14th rows plotted as a 
function of Re„ with AT as a parameter. The experimental data 
for the other rows are omitted because these data are supposed 
to include the entrance effect or the exit effect. In Fig. 11, three 
groups of experimental data are plotted for each AT, which 
correspond to the cases of G = 10, 20, and 34 kg/m2 s, respec­
tively. The solid line shows the relation Sh « Re"6. It is seen 
that Sh increases as AT increases and the data for each AT are 
roughly in accord with the above relation. At a small value of 
AT, however, the group of experimental data for each G shows 
a sharper increase in Sh than the solid line. This is due to the 
fact that the decrease in the condensation temperature difference 
relative to the nominal value of AT with increasing row number 
(i.e., decreasing Re„) was more significant for smaller AT. At 
AT = 12 K, on the other hand, the experimental data for the 
lower rows show a smaller dependence on Re„ than the solid 
line. This may be ascribed to the fact that the measured values 
of y„ at the lower rows were smaller than the calculated value 
assuming the saturated condition (see Fig. 5). 

Figure 12 shows /3 for the first to 14th rows plotted on the 
coordinates of Sh/Re"6 versus IIUJ. The experimental data for 
the 15th row were omitted because they were affected by a 
large wall temperature variation. It is relevant to note here that 
1/uj -* 1 and IIUJ -* °° correspond to the limiting cases of m -» 
0 and m -> °°, respectively. In Fig. 12, closed triangles show 
the data for the first row, open triangles those for the second 
and third rows, and open circles those for the 4th to 14th rows. 
It is seen from Fig. 12 that the data for the second and third 
rows are considerably higher than those for the other rows. 
Except for several data points for the lower rows, the experi­
mental data for the 4th to 14th rows may be correlated by the 
following equation: 

Sh = 0.38(1 /w) Re°6 Sc°36. (14) 

In Fig. 12, Eq. (14) is shown by the solid line. For the limiting 
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case of m -> 0, Eq. (14) reduces to Eq. (10) with a = 0.38. 
This value of a is 1.09 times as large as that obtained from the 
analogy between heat and mass transfer for a staggered bundle 
of smooth tubes for n £ 10. However, when /3 is evaluated on 
the actual surface area basis, a is reduced to 0.11 (about 32 
percent of the latter). This indicates that for a finned tube, only 
a small part of the tube surface is effective for vapor phase 
mass transfer. This is probably due to the fact that condensate 
flow on the finned tube is affected by the surface tension forces 
and a very thin condensate film is formed only at a limited part 
of the tube surface. The chain, dotted and broken lines in Fig. 
12 show Eqs. (11) to (13) in which a to c were adjusted to 
take the same Sh„/Re°f> as the solid line at 1 lui = 1. Comparison 
of the four lines reveals that the present data are subject to a 
stronger effect of suction than Eqs. (11) to (13). 

Concluding Remarks 
Row-by-row experimental data were obtained for condensa­

tion of downward-flowing zeotropic refrigerant mixture HCFC-
123/HFC-134a on a 3 X 15 (columns X rows) staggered bundle 
of standard low-finned tubes. The measured distribution of the 
bulk vapor mass fraction in the tube bundle agreed fairly well 
with the equilibrium vapor mass fraction. As expected, the heat 
transfer coefficient for the mixture was lower than those for 
HCFC-123 and HFC-134a. The difference between the two 
cases was more significant for a lower mass velocity. The effect 
of condensation temperature difference on the heat transfer co­
efficient was less significant for the mixture than for the pure 
refrigerants. The heat transfer coefficient increased with the 
vertical row number up to the third (or second) row. Then it 
decreased gradually with further increasing row number and 
then increased again at the last row. The vapor phase mass 
transfer coefficient showed similar dependencies on the mass 
velocity and the vertical row number. However, contrary to the 
case of the heat transfer coefficient, the mass transfer coefficient 
increased with increasing condensation temperature difference. 
This was due to the effect of suction associated with condensa­
tion, which acted to thin the diffusion layer. The measured mass 
transfer coefficient (based on the projected surface area) was a 
little higher than that obtained from the analogy between heat 
and mass transfer for a staggered bundle of smooth tubes. The 
mass transfer coefficient was subject to a stronger effect of 
suction than the predictions of the previously proposed equa­
tions. Most of the experimental data for the 4th to 14th rows 
were correlated fairly well by Eq. (14). 
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The Measurement of Transient 
Two-Dimensional Profiles of 
Velocity and Fuel Concentration 
Over Liquids 
We recently developed two different optical techniques in order to simultaneously mea­
sure transient two-dimensional profiles of velocity, temperature, and fuel concentration 
that were generated by a spreading flame over liquid fuels. One technique employs a 
particle-track system combined with a laser-sheet system (LSPTj and a high-speed 
camera, while the other technique employs dual wavelength holographic interferometry 
(DWHI). The LSPT system revealed transient two dimensional profiles of flame-induced 
flow, while DWHI revealed two-dimensional profiles of fuel concentration over liquids. In 
this paper we present a series of velocity profiles for a pulsating flame spread over 
1-propanol and concentration profiles for gaseous 1-propanol determined with LSPT and 
DWHI, respectively. 

Introduction 
The phenomenon of flame spread over liquids is of current 

interest because of its importance to fire safety and the curiosity of 
combustion researchers about the fundamental mechanism of the 
flame spread. Ross (1994) and Hirano and Suzuki (1993) published 
an excellent review of the literature on this problem. Williams 
(1985) provided the theoretical background of the problem. All 
those studies discussed many of the problems that need to be 
investigated. 

The present paper is a continuation of our previous studies on 
flame spread over liquids (Ito, Masuda, Saito, 1991; Ito, Saito, and 
Cremers, 1995; and Tashtoush, Narumi, Ito, Saito, and Cremers, 
1996). In these studies we applied holographic interferometry (HI) 
to obtain a detailed and instantaneous temperature distribution in 
the liquid phase near the fuel surface. In each of methanol, ethanol, 
and 1-propanol we found subsurface-liquid convection in both the 
uniform spread and pulsating spread regions. To understand the 
mechanisms of flame spread in both regions, researchers tried to 
identify the heat transfer process occurring between the flame's 
leading edge and the liquid, whether it occurs through the gas 
phase, liquid phase, or both. When the liquid convection is pro­
duced and it travels ahead of the flame's leading edge, the flame 
spread is likely to be controlled by it because the convection 
carries the high-temperature liquid ahead of the flame's leading 
edge. This enhances evaporation of liquid vapor resulting in the 
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formation of a flammable mixture of fuel and air through which the 
flame can spread. If there is no liquid convection ahead of the 
flame's leading edge, the major heat transfer can occur between the 
flame's leading edge and the liquid by conduction and by radiation 
in the gas phase because conduction through the liquid is negligi­
ble (Glassman and Dryer, 1981). 

However, the proposed mechanism for the uniform spread is 
questionable, because the gas-phase conduction may not transfer 
sufficient heat for the flame to spread at a rate of nearly 10 cm/s. 
Liquid convection is unique to flame spread over liquids and it 
complicates the spreading process in comparison to flame spread 
over solids, which have no condensed phase convection (Williams, 
1985). Thus, it is important to accurately measure temperature and 
velocity profiles in the liquid phase. Akita (1972) was the first 
researcher to apply a shadowgraph technique to visualize the liquid 
convection. He reported the formation of liquid convection in the 
pulsating region, but no liquid convection in the uniform spread 
region. Based on Akita's data, Glassman and Dryer (1981) pro­
posed that the uniform spread is controlled by heat conduction 
through the gas phase, while in the pulsating region the liquid 
convection plays an important role. 

To solve this problem, we developed an HI system to measure 
the transient temperature of the liquid (Ito, Masuda, and Saito, 
1991). The response time of our HI system was less than 1 
microsecond. We estimate the uncertainty of the spatial resolution 
to be 0.1 mm, and the temperature resolution to be ±0.1 °C (Ito, 
Masuda, and Saito, 1991). Using the HI system, we observed a 
large liquid convection both in the uniform and pulsating spread 
regions. The liquid convection in the uniform spread region was a 
surprise because the head of the liquid convection preceded the 
flame's leading edge by approximately 1 cm (Ito, Masuda, and 
Saito, 1991), which was entirely different from Akita's result 
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Fig. 1 Experimental apparatus of the particle-track laser-sheet (LSPT) system 

(1972). To make sure of the accuracy of the data, we repeated the 
experiments several times and found the reproducibility to be 
within 90 percent. Based on our experiments, we propose a new 
mechanism: that the flame spread in the uniform spread region is 
governed by the liquid convection (Ito, Masuda, and Saito, 1991). 
However, at that time we did not fully understand why Akita's 
shadowgraph results were so different from our HI results. 

Later, Howard Ross' group at NASA Lewis Research Center 
applied Rainbow Schlieren Deflectometry (RSD) to measure liquid 
convection generated by the spreading flame (Miller and Ross, 
1992). They found little liquid convection ahead of the flame's 
leading edge in the uniform spread region. Their RSD data were 
similar to Akita's shadowgraph data and they disagreed with our 
HI results. Over the past three years, both NASA and our group 
tried to understand the reasons for the disagreement, but were 
unsuccessful until a series of parametric experiments were under­
taken. In those experiments, the effects of six different parameters 
were investigated: sensitivity of both RSD and HI systems, purity 
of the 1-propanol, relative humidity of the air, ambient air tem­
perature, type of ignition method, and finally different tray widths. 
We found that the first five parameters had little influence on the 
disagreement. However, when we checked the effect of tray width 
(0.5, 1, and 2 cm) on the liquid convection, the least suspected 
parameter, a surprising result emerged: The 0.5 cm wide tray had 
a large liquid convection in the uniform spread region, while the 1 
cm and 2 cm wide trays had a thin layer of liquid convection. It 
was so thin and small that only a very sensitive measurement 
technique could detect it. The result for the 2-cm tray was very 
similar to NASA's result for the 2-cm tray. A closer look at their 
RSD result also revealed a small and thin layer of liquid convec­
tion that was always ahead of the flame's leading edge. Compar­
ison of these findings led us to agree that in the uniform spread 
region there is always a small liquid convection indicating that the 
major heat transfer is by that mode. It also became clear that the 
shadowgraph (Akita, 1972) did not detect the liquid convection 
because the size of the liquid convection was too small and beyond 
the limitation of the spatial resolution of the shadowgraph. Later 
we applied the shadowgraph technique and proved this explana­
tion. 

The validity of this new mechanism has already been proven for 
the tray that is 0.5 cm wide (Ito, Masuda, and Saito, 1991) and 
extended to one that is 4 cm wide. Beyond that width there are no 
experimental data. We are continuing a series of flame-spread 
experiments using 0.5, 1, 2, 4, and 10-cm wide trays under normal 
gravity. 

The Current Problem. NASA's microgravity test results 
showed that pulsating spread did not occur in either shallow or 

deep pool experiments (Ross, 1994); instead the flame was extin­
guished, indicating the importance of the buoyancy effect in the 
gas phase on the mechanism of pulsation. Schiller and Sirignano, 
using numerical calculations (1992), predicted the existence of a 
very small circulation in the gas phase ahead of the flame's leading 
edge. They suggested that the gas-phase circulation, which is 
unique in the pulsating spread and appears with the liquid-phase 
circulation, may play an important role in flame pulsation (Schiller 
and Sirignano, 1992, 1996). There are flow measurement data 
obtained with Laser-Doppler Velocimetry (LDV) by Santoro et al. 
(1978) showing a gas-phase circulation of approximately 1-cm 
diameter in the pulsating spread region. However, their LDV result 
is rather a qualitative indication of the formation of circulation. 

To confirm the prediction (Schiller and Sirignano, 1992, 1996) 
and understand the role of the small gas-phase circulation in the 
flame pulsation, transient velocity profiles in the gas phase just 
above the liquid surface and just ahead of the flame's leading edge 
must be measured. These measurements are not easy, because the 
rate of flame spread varies from a few centimeters to a few tens of 
centimeters per second at the target region, while the region where 
detailed velocity profiles are needed is approximately a few mm in 
diameter. 

Previously we learned that LDV was not sufficiently accurate 
for our measurements (Venkatesh, Ito, Saito, and Wichman, 1996). 
Instead we used Laser Sheet Particle Tracking (LSPT) technique to 
measure flow profiles in two-dimensional with a spatial resolution 
on the order of a millimeter in the primary anchoring region of a 
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* ' ' Lens 

•V Mirror 

Imaging Lens •» 
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Fig. 2 A schematic of the DWHI system 
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small pool fire. Based on that experience, we applied the LSPT 
technique to measure a time series of detailed velocity profiles in 
the pulsating spread region and successfully confirmed the forma­
tion of a small circulation in approximately the same location as 
predicted by the UCI numerical model (Schiller and Sirignano, 
1992). We also confirmed, in agreement with the model prediction, 
that the formation of a small circulation appears only in the 
pulsating spread region. 

Experimental Apparatus and Procedures 

Flame-Spread Apparatus. The Flame-spread apparatus (Fig. 
1) used for this study is essentially the same as that used in a 
previous flame-spread studies (Ito, Masuda, and Saito, 1991; Ito, 
Saito, and Cremers, 1995; and Tashtoush, Narumi, Ito, Saito, and 
Cremers, 1996). A Pyrex tray of 2-cm wide X 2.5-cm deep X 
25-cm long was used. The two long sides of the fuel tray were 
made of Pyrex of 0.2-cm thickness. The entire liquid tray was 
enclosed in a glass cell, 14-cm high X 15-cm wide X 35-cm long, 
to minimize laboratory draft and provide a repeatable flame-spread 
condition. The temperature of fuel was measured by placing a 
chromel-alumel thermocouple with 75-jam wire diameter that was 
placed at the center of the tray 2 mm below the fuel surface. The 
temperature of ambient air was measured near the glass sidewall 
by the same type of the thermocouple used in the above. An 
ejector-nozzle was added to the previously developed particle 
feeder (Venkatesh, Ito, Saito, and Wichman, 1996) so that talc 
particles could uniformly disperse over the liquid surface. The 
uniformity of particle distribution was checked visually. An infra­
red (IR) camera and thermal imaging system that were developed 
during our previous upward flame-spread experiments (Qian, 
Ishida, and Saito, 1994) were applied to measure the two-
dimensional temporal map of the liquid-surface temperature. A 
Sony video camera was used to record the entire flame-spread 
process. 

To compare our data with NASA's microgravity data (Ross, 
1994; and Miller and Ross, 1992) and our previous experiments 
(Ito, Masuda, and Saito, 1991; Ito, Saito, and Cremers, 1995; and 
Tashtoush, Narumi, Ito, Saito, and Cremers, 1996), 1-propanol 
was used as fuel. The fuel was uniformly ignited at one end by a 
small pilot flame. High-pressure nitrogen was supplied from a 
nitrogen cylinder to extinguish the flame. 

Velocity Measurement With LSPT and Visualization of 
Flame-Induced Air Flow With a Smoke-Trace Technique 
(STT). From our previous studies (Qian, Ishida, and Saito, 1994; 
and Hirano and Saito, 1995), we learned that a LSPT technique 
with a high-speed video camera (500 frames/s with a shutter speed 
of 0.2 ms) bests served our purpose. With significantly fewer 
particles, the LSPT can measure two-dimensional profiles of both 
streamlines and velocity simultaneously. A high-speed camera 
with an ultraviolet lens and an image intensifier was used to obtain 
the velocity of particles with 500 frames/s speed. Using an Ar-Ion 
(4 W) laser with a beam stabilizer and a cylindrical lens, a 0.8-mm 
thick sheet of laser light with an approximately 45-deg opening 

Table 1 Uncertainty estimates for LSPT 

precision 

bias 

Uncertainty 

Laser sheet thickness 

Image processing 
discreteness 

Time 

Total 

Laser sheet thickness 

Image processing 
discreteness 

Time 

Total 

Total 

negligible 

6% 

negligible 

6% 

negligible 

6% 

negligible 

6% 

8.5% 

Table 2 Uncertainty estimates for DWHI 

precision 

bias 

Uncertainty 

Wavelength 

Fringe shift number 

Pathlength 

fuel vapor density 

Gladstone-Dale constant 

Molecular weight 

Total 

Wavelength 

Fringe shift number 

Pathlength 

fuel vapor density 

Gladstone-Dale constant 

Molecular weight 

Total 

Total 

negligible 

5% 

negligible 

negligible 

negligible 

negligible 

5% 

negligible 

negligible 

15% 

2% 

negligible 

negligible 

15.1% 

15.8% 

angle was established (Fig. 1) and guided by an optical fiber to the 
place where the measurement was to be done. 

Velocity profiles of the liquid and gas convection were mea­
sured independently using LSPT. For the measurement of gas-
phase convection, talc particles were dispersed uniformly above 
the fuel surface. For the measurement of liquid convection, alu­
minum particles of 15 (±5) ju,m diameter were sprinkled onto the 
liquid surface. Some aluminum particles floated on the liquid 
surface and others entered into the liquid. The aluminum particles 
used each weighed less than 0.01 grams so that the particles had 
little effect on the fuel properties. 

The trajectories of these particles were recorded by a high-speed 
video camera that was connected to a video system and a TV 
monitor for the real-time observation of both flow field and spread­
ing flame. In order to construct a single two-dimensional flow-
vector diagram by combining the independently obtained gas-
phase LSPT and liquid-phase LSPT, a smoke-trace technique 
(STT) was applied to visualize the overall structure of flame-
induced air flow in the gas phase and liquid convection in the 
liquid phase simultaneously. The glass container enclosing the 
flame-spread tray was filled with incense smoke. The tray was 
filled with 1-propanol and the fuel was seeded with the small 
aluminum particles as used for the earlier LSPT measurements. 
After a uniform smoke layer was formed above the liquid surface 
the fuel was ignited. 

Dual Wavelength Holographic Interferometry (DWHI). 
The basic principles behind DWHI are the same as those for the 
single HI (Ito, Masuda, and Saito, 1991; Ito, Saito, and Cremers, 
1995; and Tashtoush, Narumi, Ito, Saito, and Cremers, 1996). A 
schematic of DWHI is shown in Fig. 2. DWHI is an indirect 
measurement technique with a response time of less than a micro­
second and a spatial resolution of less than ±0.1 mm in identifying 
concentration difference. The DWHI has significant advantages 
over the micro-sampling technique (Saito, Williams, and Gordon, 
1986), which has a spatial resolution of several millimeters and a 
response time that is at best on the order of a second. In addition, 
the micro-sampling is a direct gas sampling technique that will 
cause a large physical disturbance in the flow field. 

We start using a two-dimensional model of DWHI in the present 
study and experimentally determined the best possible two-
dimensional condition for the measurement. The basic principles 
of DWHI are detailed in Spatz and Poulikakos (1992) and Ito, 
Narumi, Saito, and Cremers (1995). In general, the equations for 
the temperature and fuel concentration in DWHI are as follows: 

_3P(RaX1D,2-RanDk[) 
2R(8klDk2 - 8nDKI)

 ( 1 ) 

\iDX2 - SX2DU
 ( 2 ) 
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molecular weight, subscripts ;' = 1 stands for the He-Ne laser 
beam, and i = 2 stands for Ar-ion laser beam. 

DW holograms contain holograms of two different wavelengths 
that need to be separated. We first recorded the DW holograms on 
a holographic plate. Then, during the printing process, two differ­
ent filters were used to separate the two holograms. These filters 
have narrow band-pass widths, each passing the wavelength match 
to that of its respective laser beam. 

Uncertainty Analysis 
Uncertainty estimates were made for LSPT and DWHI using the 

method of Kline and McClintock (1953). 

LSPT: Uncertainties account for geometric uncertainty 
caused by the finite thickness of the laser sheet, measurement 

Flammable layer 

Step (c) 

Step (d,) 

Step (d2) 

Step (e) 

Fig. 3 Schematics of the pulsating flame spread 

S = w - 1 

D = RR R„ 

(3) 

(4) 

where T — temperature, C = mole fraction of fuel vapor, P = 
pressure, R0 = universal gas constant; n = refractive index, R = 
molar refractivity of species, subscripts; A, = wavelength of laser 
beam (1) (632.8-nm-He-Ne-laser beam), and A2 = wavelength of 
laser beam (2) (488-nm-Ar-Ion-laser beam), a = air, /3 = fuel. The 
DWHI method is susceptible to small errors because the 
Gladstone-Dale constants are only weak functions of wavelength. 
Applying DWHI to the flame-spread process, the path length (or 
tray width) must be determined to preserve the flame in two 
dimensions. Therefore, as the fringe difference between the two 
beams is very small, it is very difficult to perform a quantitative 
measure using the Eqs. (1) through (4). Consequently, we propose 
the single-wavelength method, which is shown in Eq. (5), to 
process the DWHI data: 

C,= 
k,N, 

L Pp Kpi 
Ma 
MR 

(5) 

where A = wavelength of laser beam, N = fringe-shift number, L 
= pathlength, p = density, K = Gladstone-Dale constant, M = 

Step (a) 
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V..= 4,6 cm/s 
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iteiii 

Fig. 4 Four different flow-visualization photographs obtained for steps 
(a, b, c, and d,) 
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Fig. 5 Four different LSPT-flow diagrams obtained for the pulsating 
flame steps (a, b, c, and d,) 

resolution caused by image processing discreteness, calibration 
error of distance, and the time variation of the high-speed camera. 
The precision and bias limits are listed in Table 1. The total 
uncertainty of LSPT is estimated to be ±8.6 percent. 

DWHI: The contributions to the measured concentration error 
come from the wavelength of the laser, path length, fringe-shift 
number, Gladstone-Dale constants, and molecular weight as 
shown in Eq. (5). The bias limit associated with path length may 
be attributed to three types of errors, (a) spatial error in the position 
of fringes that is due to deflection of coordinates, (b) concentration 
error that is due to the variation in concentration along the ray path 
caused by deflection, and (c) concentration error that is due to the 
change in path length. A more detailed discussion is provided in 
Konishi et al. (1997). The precision and bias limits are listed in 
Table 2. The total uncertainty of DWHI is estimated to be ±15.9 
percent. 

Results and Discussion 

LSPT Results. Figure 3 shows a schematic of the pulsating 
flame spread consisting of six different steps. Figure 4 shows 
(representative) photographs of gas-phase STT and liquid-phase 
LSPT for four different steps (a, b, c, and d,). Figure 5 shows 
two-dimensional flow vector diagrams for steps (a, b, c, and d,)-
Step (a) is the beginning of the cycle of pulsation and the process 
moves on to steps (b), (c), (d,), (d2), (e), and returns to step (a) to 
complete the cycle. The schematic of step (d,), not shown in the 

Step (d,) 

• step[d] Tf=13.3°C 
' ¥=14^0 cm/sec T =219 °C 

Flame 

• • ' • • • ' • • • ' ' 

- 6 - 4 - 2 0 2 4 
Distance from flame leading edge x [mm] 

Fig. 5 (con't) 

original diagram published in 1991 (Ito, Masada, and Saito, 1991), 
was added because it helps us better understand the process of 
flame pulsation. 

At step (a) the flame spreads slowly to the left and there may be 
a buoyancy-induced air flow over the fuel surface ahead of the 
flame. There is a hot zone formed in the liquid phase near the 
flame's leading edge, but no surface-tension flow is formed in the 
liquid phase. At step (b) the flame propagated faster than in step (a) 
generating a surface-tension (Margoni effect) flow that flows in the 
same direction as the flame. In the gas phase, there is a buoyancy-
induced air flow that moves opposite to the flame-spread direction. 
The buoyancy-induced air flow and the liquid surface-tension flow 
act against each other creating a small circulation in the gas phase 
just ahead of the flame leading edge creating a flammable gas-air 
mixture over the extended upstream direction. Thus, the diameter 
of air circulation also increased in the upstream direction preparing 
for a fast "jump" flame spread (step d,) to occur. Because of a 
sudden increase of the flame-spread rate at step (d0, the flame 
front push the air in the circulation zone destroying the circulation 
and creating a new air flow concurrent to the flame spread. This 
concurrent air flow accelerates the liquid-surface-tension flow, the 
flame spreads along with the flow, and eventually the flame almost 
stops after its leading edge reaches the head of the liquid flow (step 
d2). A few seconds later, step (e) took place. Then the process 
returned to step (a) completing the cycle. (Ito, Masuda, and Saito, 
1991) provide five interferograms corresponding to steps a, b, c, 
d2, and e). 

STT Results. Figures 4(a), (b), (c), and (d,) shows four dif­
ferent smoke-streak photographs for steps (a, b, c, and d,) are 
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shown in. Figure 4(a), where the flame spread rate is 1.2 cm/s, 
shows no liquid convective and surface tension flow and there are 
small flames induced airflow that was clear visually, but not clears 
in the STT photograph. Figure 4(b), where the flame spread rate is 
2.0 cm/s, shows both a small circulation 5 mm in length and 2 mm 
in height and its circulation center is located approximately 5 mm 
from the flame leading edge) and surface-tension flow. Figure 4(c), 
where the flame spread rate is 4.6 cm/s, shows a fully developed 
circulation in the gas and liquid phases. The center of the gas-
phase circulation (15.7 mm in length (4.1 mm in height) is located 
8.5 mm upstream from the flame leading edge. Figure 4(d,) shows 
the flame-spread rate to be 14.1 cm/s. Note that both the liquid and 
gas-phase circulation decrease their diameter. 

DWHI Results. High-speed video and IR photographs taken 
from above the tray revealed that for the 0.5-cm wide tray, both the 
surface-temperature distribution and the shape of the flame front 
are parabolic in nature, while for the 1, 2 and 4-cm wide trays, 
small twin vortices are generated on the fuel surface (Ross and 
Miller, 1996) suggesting that the character of the flow profile of the 
gas-phase flow profile is changed from two dimensions to three 
dimensions by increasing the width of the tray. A recent study by 
Garcia-Ybarra (Garcia-Ybarra et al., 1996) also suggested the 
three-dimensional nature of the gas-phase flow induced by a 
spreading flame over alcohol. To increase the accuracy of the 
DWHI, the three-dimensional effect needs to be minimized. We 
took a series of video pictures and DW holograms simultaneously 
and identified the best two-dimensional flame shape with 80 per­
cent accuracy. 

We used a 40-mm wide tray and conducted flame spread tests 

over n-propanol at its initial temperature 10°C since the spatial 
resolution of our DWHI is better for the wider tray width (Narumi, 
et al.). However, we confirmed that the flame-spread rate over the 
20-mm wide and 40-mm wide trays is approximately the same and 
the flame structure over both trays is very similar in nature. Figure 
6 shows DW holograms and vertical profiles of propanol fuel 
concentration for steps (a, b, and dj). The lean flammability limit 
for n-propanol air (2.2 mole percent) is shown as a solid line in 
Fig. 6 (top). Figure 6 (bottom) shows that the propanol concen­
tration in the area below the solid line satisfies the lean flamma­
bility limit; thus, the flame is able to spread through a premixed 
propanol-air mixture (Glassman and Dryer, 1981). 

Summary and Conclusions 

1 We developed a unique LSPT system for measuring ve­
locity profiles for transient flow in a very limited space and 
confirmed the existence of a gas-phase circulation in the pulsating 
spread region together with a liquid-phase convection, both of 
which were predicted by other researchers. 

2 We obtained a series of two-dimensional DW holograms 
and confirmed that the flame spread occurs only when the 
propanol-fuel concentration over the fuel surface is higher than the 
lean flammability limit. Thus the accuracy of the DWHI needs to 
be improved if it is to be applied to three-dimensional problems. 
To overcome this limitation, we are in progress in the development 
of an advanced three-dimensional DWHI system, which is beyond 
the scope of this paper. 
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Effect of Combined Particle-
Phase Diffusivity and Viscosity 
on the Compressible Boundary 
Layer of a Particulate 
Suspension Over a Flat Plate 
A mathematical dilute fluid-particle suspension model governing steady, laminar, com­
pressible, boundary layer flow and heat transfer over a semi-infinite flat plate based on the 
Eulerian or continuum approach is developed. The model accounts for both particulate 
viscous and diffusive effects. Both the fluid and the particle phases are assumed to have 
general power-law viscosity-temperature relations. For the case of finite particle-phase 
viscosity, a general boundary condition borrowed from rarefied gas dynamics is used for 
the particle phase at the surface. Uniform and nonuniform particle-phase slip coefficients 
are investigated. Numerical solution of the governing equations is obtained by an implicit, 
iterative, tridiagonal finite difference method. Graphical results for the displacement 
thicknesses and skin-friction coefficients of both phases as well as the wall heat transfer 
are presented for various parametric conditions. 

Introduction 
Boundary layer flow and heat transfer of pure and contaminated 

fluids have been an attractive research area for many investigators 
for many years due to its direct application in the aerospace, 
automotive, petroleum, geothermal, and many other industries. 
There has been considerable work carried out on incompressible 
and compressible boundary layer flow of a fluid through and over 
many different geometries (see, for instance, Young, 1949; Kuerti, 
1951; Stewartson, 1974). The presence of solid particles in fluid 
processes, such as gas purification, has led to the consideration and 
investigation of two-phase fluid-particle flow systems. 

It has been shown by many previous investigators that the 
presence of a second phase (like solid particles) in the fluid with a 
relatively high level of concentration significantly alters the flow 
and heat transfer characteristics as well as adds complexity in 
obtaining a solution to the problem from both numerical and 
experimental points of view. The present paper considers a fun­
damental problem in two-phase flow. This problem is that of 
steady, laminar, compressible, boundary layer flow and heat trans­
fer of a gas-particle suspension over a semi-infinite flat plate. The 
particle phase is assumed to consist of very tiny particles and 
exhibits a motion of Brownian type and has relatively high con­
centration to account for the particulate viscous effects. In addi­
tion, interparticle forces are neglected so that the system is dilute. 
This has possible applications in such processes as fluidized beds, 
gas purification, conveying of powdered materials and transport 
process, and environmental related problems such as dust storms. 
Special cases of the present problem have been considered earlier 
by Singleton (1965) and Wang and Glass (1988). Both of these 
references obtained asymptotic solutions using the series expan­
sion method. In addition, Wang and Glass (1988) reported numer­
ical solutions based on the finite-difference methodology. Re­
cently, Chamkha (1996a) generalized the problem considered by 
Singleton (1965) and Wang and Glass (1988) for a relatively dense 
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suspension for which particle-phase viscous effects are important. 
In another contribution, Chamkha (1996b) has also considered the 
case of finite particulate volume fraction where, a uniform particle-
phase density distribution is predicted. Recently, Chamkha (1998) 
has investigated the influence of particle-phase diffusive effects 
which produced significant changes in the wall particle-phase 
density distribution and heat transfer. 

A literature survey shows that extensive research investigations 
have been carried out on the incompressible version of the problem 
under consideration. Reviews of this work can be seen in the works 
of Soo (1968), Osiptsov (1980), Prabha and Jain (1982), Datta and 
Mishra (1982), Chamkha and Peddieson (1989, 1992), and 
Chamkha (1994). A major conclusion of the work on the incom­
pressible problem is that when the original dusty-gas model (a 
model meant for the description of particulate suspension having 
small particulate volume fraction and excludes particulate viscous 
and diffusive effects) discussed by Marble (1970), a singular 
behavior in which the particle-phase density at the plate surface 
becomes infinite is predicted. In contrast with this conclusion, the 
work of Chamkha (1996a) has shown that for a compressible 
boundary layer flow of a dense particulate suspension, a particle-
free zone is predicted somewhere downstream of the leading edge 
of the plate. 

The presence of particle-phase diffusivity in the original dusty-
gas model have shown to be capable of removing the singularity 
predicted in the incompressible problem (see Chamkha and Ped­
dieson, 1989; Chamkha 1994). It is of interest in the present work 
to investigate whether the inclusion of particle-phase diffusive 
effects in the dusty-gas model will have the same influence on the 
compressible problem for both inviscid and viscous particle-phase 
conditions. Also, of interest is the study of the effects of both 
uniform and nonuniform particle-phase wall-slip conditions. The 
dynamic viscosities of both phases, the fluid-phase thermal con­
ductivity and the particle-phase diffusivity are represented by 
general power-law functions of the fluid-phase temperature and the 
particle-phase temperature, respectively. The interaction between 
the phases is limited to drag and heat transfer. The particles are 
assumed to be very small and of spherical shape, and their volume 
fraction is assumed small. 
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Governing Equations 
Consider steady, compressible, laminar, boundary layer two-

phase flow in a half-space bounded by a semi-infinite flat surface. 
The surface or plate is coincident with the plane y = 0 and the 
flow is a uniform stream in the plane y > 0 parallel to the surface. 
Far from the surface, both phases are in both hydrodynamic and 
thermal equilibrium. The particles are all assumed to be of one size 
and spherical in shape and moving with the same velocity. Radi­
ative heat transfer from one particle to another, chemical reaction, 
coagulation, phase change, and deposition are all neglected. The 
fluid phase is assumed to behave as a perfect gas. The fluid and 
particles motions are coupled only through drag and heat transfer 
between them. The drag force is modeled using Stokes linear drag 
theory and the small particle volume fraction assumption inherent 
in the dusty-gas model (see Marble, 1970) is retained in this 
problem. 

The governing equations for this investigation are based on the 
balance laws of mass, linear momentum, and energy for both 
phases. These can be written 

V • (pV) = Sf 

V • (p„V„) = S„ 

pV • VV = V • o- - f 

( la ) 

(lb) 

(lc) 

ppV„V-V„ = V-or + f (id) 
=p 

pcV • VT = V • (kVT) + a: VV + (V - V„) • f + QT (le) 

ppcpXp-VT„ = a: VV, - fir- (\f) 
=/' 

The previous equations are supplemented by the following 
constitutive equations: 

Sf=0,Sp = Dt,V
2pp 

<r= -PI + J U ( D ( V V + VV7) 

(2a,b) 

(2c) 

a = p,„(Tp)(V\p + VV,7) 

f = p„(V - V P ) /T„ 

fir = PPcp(Tp - T)/rT 

P = pRT. 

(2d) 

(2c) 

(2f) 

(2g) 

It is seen from Eqs. (2) that the particle phase is assumed to have 
diffusive and viscous effects which are not present in the models 
reported by Singleton (1965) and Wang and Glass (1988). It 
should be mentioned that Eq. (lb) for the particle phase is familiar 
from dynamics of chemically reacting flows. Also, the particle-
phase diffusivity can be incorporated into the mathematical model 
through the particle-phase momentum equation. Since the present 
formulation has worked well for the incompressible version (see 
Chamkha and Peddieson, 1989) and for the sake of comparison, it 
is adopted herein. Particle-phase diffusivity is needed to model 
Brownian motion and is often employed to facilitate numerical 
solutions (see Chamkha and Peddieson, 1989; Chamkha, 1994). 
Particle-phase viscosity is often employed to model particle-
particle interaction and particle-wall interaction. Theoretically, it 
can result from the averaging processes involved in representing a 
discrete system of particle as a continuum (see, for instance, Drew, 
1983; Drew and Segal, 1971). The particle-phase viscous effects 
have been investigated by many previous investigators (see Gi-
daspow, 1986; Tsuo and Gidaspow, 1990; Gadiraju et al, 1991; 
Chamkha and Peddieson, 1994). Also, the particles are assumed to 
be dragged along by the fluid and, therefore, have no analog of 
pressure. 

Equation (2g) assumes that the fluid phase is treated as an ideal 
gas. This equation is needed to render the problem determinant. 
The hydrodynamic and thermal coupling between the phases is 
accounted for by the interphase drag force and the interphase heat 
transfer. Other interphase mechanisms such as the virtual mass 
force (Zuber, 1964), the shear lift force (Saffman, 1965), and the 
spin-lift force (Rubinow and Keller, 1961) are neglected compared 
to the drag force. This is feasible when the particle Reynolds 
number is assumed to be small (see, for instance, Apazidis, 1985) 
as is the case in the present work. 

Nomenclature 

C = fluid-phase skin-friction coeffi­
cient 

c = fluid-phase specific heat at con­
stant pressure 

Dp = particle-phase diffusion coeffi­
cient 

Ec = fluid-phase Eckert number 
, ey = unit vectors in x and y direc­

tions, respectively 
F = nondimensionalized fluid-phase 

tangential (horizontal) velocity 
/ = interphase force per unit volume 

acting on the particle phase 
G = nondimensionalized fluid-phase 

transformed normal (vertical) 
velocity 

H = nondimensionalized fluid-phase 
temperature 

/ = unit tensor 
k = fluid-phase thermal conductivity 
P = fluid-phase pressure 
Pr = fluid-phase Prandtl number 
fi = nondimensional fluid-phase den­

sity 

fir = interphase heat transfer rate per 
unit volume to the particle 
phase 

, SR = constants defined in Eq. (16) 
q„, = wall heat transfer 
R = ideal gas constant 

Re = Reynolds number 
Sf = fluid-phase source term 
Sp = particle-phase source term 
5 = particle-phase slip parameter 
t0 = nondimensionalized fluid-phase 

wall temperature 
T = fluid-phase temperature 
u = x-component of velocity 

U-rj = free-stream velocity 
v = y-component of velocity 
V = fluid-phase velocity vector 

K, y = Cartesian coordinate variables 
^ = viscosity ratio 
S = particle-phase inverse Schmidt's 

number 
7 = specific heat ratio 
A = fluid-phase displacement thick­

ness 

T) = transformed normal (vertical) 
coordinate 

T = fluid-phase viscosity coefficient 
K = particle mass loading ratio 
/i = fluid-phase viscosity coefficient 
p = fluid-phase density 
a = fluid-phase stress tensor 

T* = wall shear stress 
Tr = temperature relaxation time 
T„ = momentum relaxation time 
o) = power index for viscosity rela­

tion 
£ = transformed tangential (horizon­

tal) coordinate 
V = gradient operator 

V2 = Laplacian operator 

Subscripts 
oo = free stream 
p = particle phase 

Superscripts 
T = transpose of a second-order ten-
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The viscosity-temperature relation for the gas phase is assumed 
to be 

(0.5 < &)< 1.0). (3) 

This equation is similar to that employed by Wang and Glass 
(1988). Singleton (1965) employed u) = 0.5 in his work on this 
problem. 

In the absence of a fundamental knowledge on how the particle-
phase diffusivity and dynamic viscosity vary with temperature and 
because the particle phase is treated as a continuum, it will be 
assumed that 

Ei (0.5 < to < 1.0) (4a,b) 

where wp is a particle-phase power index coefficient. 
An appropriate set of boundary conditions suggested by the 

physics of the problem can be written as 

u(x, 0) = 0, v(x, 0) = 0, T(x, 0) = Tw, 

dup 

up(x, 0) = S — (x, 0), 

v„(x, 0) = 0, -^ (x, 0) = 0 (5a-f) 

u(x, oo) = U„, up(x, oo) = [/„, 

v,,(x, °°) = v(x, oo), T(x, oo) = T„ 

T„(x, oo) = T„, p(x, oo) = pco, p,,(x, oo) = KPx,. (5g-l) 

Equations (5a-c) indicate that the fluid phase exhibits a no-slip 
condition at the plate surface, has no normal velocity at the wall, 
and is maintained at a uniform temperature, T„, at the wall, 
respectively. The exact form of boundary conditions to be satisfied 
by a particle phase at the wall is unknown at present. There is, 
however, certain evidence that the particle phase experiences some 
slip near a boundary. Because of this and since the particle phase 
may resemble a rarefied gas, a boundary condition similar to that 
usually employed in rarefied gas dynamics is used in Eq. (5d). It is 
clear that this boundary condition allows for no slip when S = 0 
and perfect slip when S = oo. A similar form has been employed 
by Soo (1989). Equation (5c) indicates that there in normal veloc­
ity for the particle phase at the wall. Equation (5/) causes the 
particle-phase diffusivity effects to vanish at the plate. The rest of 
Eqs. (5) are matching conditions for both phases far above the 
plate and they indicate that both phases are in equilibrium with the 
free-stream conditions. 

In the present work, a convenient set of modified Blasius 
transformations (similar to those employed previously by 
Chamkha and Peddieson, 1994) converts the tangential distance 
from being semi-infinite in x(0 £ x < °°) to finite in £(0 :£ £ 
s 1). The transformed equations eliminate the singularities 
associated with the leading edge of the plate and allows an exact 
solution at the leading edge of the plate (£ = 0) (instead of 
assuming initial profiles of the dependent variables to start off 
the solution procedure as used by Wang and Glass, 1988). The 
set of transformations is as follows: 

x = U^rJ(i -Q,y = £WRe! / 2 (2£ / ( l - Z))mT) 

u = U„F, v = I/„((l - | ) / (2 | ) )" 2 (G + T)F)/ReI'2 

u„ = UJ?P, v„ = £U(1 - t)/(2mm(G„ + T,F,)/Rei'2 

T = TJi, Tp = T„Hp, p = p„e , pp = KpxQp, \kp = p.pSp 

fi = p-„r, j3 = iApJn«„ 8 = Dpa,pjp,„, 

Pr = jxclk, Ec = U2J(cTx) 

y = clcp, Re« = PO={/2T„/>«. (6) 

Substituting Eqs. (6) (with K = 1 following Wang and Glass, 
1988) along with Eqs. (3) and (4) into Eqs. (1) and (2) transforms 
the problem to 

d(QG) 3(QF) 
(7) 

d2F I dT dH \ dF 

dT]2 ^ \dH d-n 

2£ / o dF > 
l - T ^ O -&2QFj^-QPT(Fp-F)) = 0 (8) 

dH dH d2H j dT dH > on on 
rJ^+(dHJv-

piQG)jv-
2^-^p^FH 

+ Pr Ecr(S) + (T=l) (Pr EcrG"(F" - F) 2 

2rg„ \ 
+ —-^ (H„ - H) = 0 (9) 

QH= 1 (10) 

m 
d2Qp j c,dDpdHp 

dT)2 \ „.*„ " ^ 2 ' \" dHp dT) '"") dT) \'" ' dT) I*" 
9Q„ 

F„ + 
dG, 

2 £ ( 1 - 0 - ^ = ^ = 0 (11) 

3F„ d2F„ I dT„ dH„ . „,•„ 

H 
u 

dT) \ 1 - £ 
(TQ„(FP 

dF„ 
F) + (l-t)2QPFp-^~=0 (12) 

/ d2 dT„ BHP d 

H r^ ( G '<+^ ) +4^d^+^ 
SG„ dF„ 

+ TQp(Gp -G + r,(F„ - F))) = 0 (13) 

aH> + (JLM(l_&,QfPf Q?G» dV ' \ 1 - £ 

2Ty 

dH, 

H 

+ — Q„(Hp -H))-f3 E c 7 r , 
dF, 

\dV 

l\ - 0. (14) 

Equations (7) through (14) represent the transformed boundary 
layer equations for a more generalized two-phase gas-solid model 
than that discussed by Marble (1970). 

The dimensionless boundary conditions become 

F(l 0) = 0, G(l 0) = 0, 

dF 
F„(£, 0 ) = < , ( ( l - £ ) / ( 2 £ ) ) " 2 - ^ ( £ , 0 ) 

H(l 0) = to, Gp(l 0) = 0, b-E± { l o) = 0, F(f, oo) = 1 
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FM> GM, oo) = G(l oo), H(t °°) = 1 

HM,<°)= 1, G(f.°°) = 1 . 6 , ( 6 ° ° ) = 1 (15) 

where t0 = 7V!r«, is a dimensionless fluid-phase surface temper­
ature. 

In reality the particle-phase tangential velocity at the wall is 
controlled by many physical effects such as sliding friction, the 
nature of particle/surface collision, etc. It is not possible to model 
such effects with precision at present. Physically, a wall-slip 
condition should depend on the slip velocity between the fluid and 
the particle phases. It is known for this relaxation-type problem 
that the slip velocity is a function of the tangential distance £ (see 
Soo, 1989). Therefore, to allow for a variety of particle-phase wall 
tangential velocity profiles, two wall-particle slip conditions will 
be investigated. The first condition is based on the assumption that 
the particle phase experiences a uniform slip action along the plate 
(S = 1) while in the second it is assumed that the wall-slip 
parameter S has the general form 

S = SR((l - £ ) / £ ) ' (16) 

(where SR and r are constants). It can be seen that the form of Eq. 
(16) allows for perfect particulate slip taking £ = 0, approaching 
a no-slip condition as determined by the values of SR and r. 

Of special practical significance for this problem are the fluid-
phase displacement thickness 8*, the particle-phase displacement 
thickness 8*, the fluid-phase wall shear stress t*, the particle-
phase wall shear stress T*, and the wall heat transfer coefficient 
q*. These physical parameters are defined in dimensional form as 

8* = P» 
dy, K 

du 
ju — (x, 0), 

dy 

PpUp 

pp„ua 

dup 

dy 

dy 

dT 
q* = k — {x,Q). (17) 

Substituting the dimensionless parameters in Eqs. (6) into Eqs. 
(17) produces the following dimensionless displacement thick­
nesses for the fluid and particle phases A and A,,, the skin-friction 
coefficients for the fluid and particle phases C and C,„ and the 
dimensionless wall heat transfer coefficient q„. 

A(S) = (1 - QF)dV, A„(£) = (1 - QpFp)d-q 

C(£) = T(£, 0) ~ (£, 0) 

c,(g) = prP(t o) ^ (f, o), 

T(£, 0) dH 
(18) 

Results and Discussion 

Equations (7) through (14) are obviously nonlinear and, unfor­
tunately, exhibit no closed-form or similar solution subject to Eqs. 
(15). They, therefore, must be solved numerically. The tridiagonal, 
implicit, iterative, finite difference method discussed by Blottner 
(1970) and Patankar (1980), which is similar to that used by Wang 
and Glass (1988), has proven to be successful in the solution of 
boundary layer problems. For this reason, it is adopted in the 
present work. 

All first-order derivatives with respect to £ are represented by 

three-point backward difference formulas. All second-order differ­
ential equations in TJ are discretized using a three-point central 
difference quotient while all first-order differential equations in TJ 
are discretized using the trapezoidal rule. The computational do­
main was divided into 1001 nodes in the ^-direction and 195 nodes 
in the redirection. Since it is expected that most changes in the 
boundary layer occur in the vicinity of the wall, variable step-sizes 
in r\ are utilized with AT)I = 0.001 and a growth factor of 1.03. 
Also, constant small step-sizes in f with A£ = 0.001 are used. The 
governing equations are then converted into sets of linear tridiago­
nal algebraic equations which are solved by the Thomas algorithm 
(see Blottner, 1970) at each iteration. The convergence criterion 
required that the difference between the current and the previous 
iterations be 10~5. It should be mentioned that many numerical 
experimentations were performed by altering the step-sizes in both 
directions to ensure accuracy of the results and to assess grid 
independence. For example, when AT), was set to 0.01 instead 
0.001, an average error of about eight percent was observed in the 
results with the maximum error being close to £ = 1. Also, when 
ATJ, was equated to 0.0001 no significant changes of results were 
observed. For this reason AT/, = 0.001 was chosen and employed 
in producing the numerical results. The flow and heat transfer 
parameter are not as sensitive to A£ as they are sensitive to ATJ,. 
For this reason, a constant step-size was used in the ^-direction. 
The sensitivity analysis of the results to changes in A£ was also 
performed. For instance, when A£ was set to 0.01, an average 
deviation of five percent from the results with A£ = 0.001. Smaller 
values of A£ than 0.001 produced no changes in the results and, 
therefore, A£ was set to 0.001 in all the produced results. As far as 
the convergence criterion is concerned, two types were tried. One 
was based on the percentage error between the previous and the 
current iterations and the other was based on their difference. Since 
we are not dealing with very small numbers, the convergence 
criterion based on the difference between the previous and current 
iterations was employed in the present study. No convergence 
problems were encountered even with the small value of 10~5 used 
in this work. Equations (7) through (14) were solved for G, F, H, 
Q> QP, Fp, G,„ and Hp, respectively. Many results were obtained 
throughout the course of this work. A representative set is pre­
sented in Figs. 1 through 23 to show the effects of the physical 
parameters on the solutions. In all of the results to be reported 
subsequently, wp was equated to a>. This was done in order to 
minimize the number of figures after it was found that altering wp 

produced the same effects as that obtained by changing w. 

Nondiffusive Viscous Particle Phase. The governing equa­
tions and conditions for this special case are obtained by formally 
setting 8 = 0 in Eq. (11) and ignoring the boundary condition on 
Qp at the wall. This special case has been solved previously by 
Chamkha (1996a). The major conclusion of his work was that a 
particle-free zone is predicted in which the particle-phase density 

5.0, 

4.0 

S<=1.0 
(3=0.5 
6=0.1 
u=0.75 

Fig. 1 Fluid-phase tangential velocity profiles 
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5.0 

Fig. 2 Particle-phase tangential velocity profiles Fig. 5 Fluid-phase temperature profiles 

at the wall vanished somewhere downstream of leading edge of the 
plate. In the present work, the particle-free zone phenomenon 
discussed by Chamkha (1996a) is reproduced as a limiting case as 
will be shown in Fig. 22. 

If the vanishing of the particle-phase density at the wall repre­
sents a physical phenomenon, then the modified dusty-gas model 
employed by Chamkha (1996a) may be inadequate because the 
equations of this model are derived under the assumption that the 
entire space is occupied by both phases. Enhancements to the 
model which eliminates the existence of the particle-free zone is 
discussed later in this work. 

Diffusive Inviscid Particle Phase. The mathematical model 
governing the present flow and heat transfer problem are obtained 

by setting j3 = 0 in Eqs. (12) through (14) and ignoring the third 
boundary condition given in Eq. (15). This case has also been 
considered by Chamkha (1998). It was found that qualitatively 
different results from those reported by Chamkha (1996a) were 
predicted. In fact, no particle-free zone was predicted. The influ­
ence of the particle-phase diffusivity was found to smooth off the 
sharp peaks in the wall particle-phase density distribution obtained 
for the case of j3 = 0 and S = 0. Therefore, it can be concluded 
from this and the previous case that a small change in the math­
ematical model can produce great changes in the predictions. 
Validation of this case with the present work is shown in Figs. 16 
and 17. 
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Fig. 3 Fluid-phase density profiles 
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Fig. 6 Particle-phase temperature profiles 
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Fig. 4 Particle-phase density profiles Fig. 7 Fluid and particle-phase displacement thicknesses profiles 
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Fig. 8 Fluid and particle-phase skin friction coefficients profiles Fig. 11 Wall heat transfer coefficient profiles 

Diffusive and Viscous Particle Phase. In this section the 
combined effects of particulate diffusivity and viscosity on the 
flow and heat transfer aspects of the problem under consideration 
are investigated. For this general case, the full equations given by 
Eqs. (7) through (14) subject to Eqs. (15) are solved numerically 
by the finite difference method previously discussed. Representa­
tive numerical results for this case are illustrated for both uniform 
and variable wall particle-phase slip conditions in Figs. 1 through 
23. Figures 1 through 11 are for the uniform particle-phase wall 
slip ( 5 = 1 ) while Figs. 12 through 23 are for the case of variable 
particle-phase wall slip according to Eq. (16) with SR = 50 and 
r = 1. 

Fig. 9 Wall particle-phase tangential velocity profiles 

Figures 1 through 6 present representative profiles for the fluid-
phase tangential velocity F, particle-phase tangential velocity Fp, 
fluid-phase density Q, particle-phase density Qp, fluid-phase tem­
perature H, and the particle-phase temperature Hp at various 
locations along the plate, respectively. Equations (7) through (14) 
show that at £ = 0, the motion of the fluid phase is uncoupled from 
the motion of the particle phase. This is called the frozen flow 
condition. In addition, it is observed that at £ = 1 both phases 
move together with the same velocity and thermal conditions every 
where. This condition is called the equilibrium flow and thermal 
conditions. Figures 1 through 6 show the proper transition from 

2.0 

1.5 

ii-° 

0.5 

OX 

6=0.1 
oi=0.75 

A 

A, 

P 

"? 

B=2G^—-— 

/ ^ = A 5 ^ -— 

-O.u / / ~ r ^-r— 

_^—r^S~2lt 
/^p=rih-

/^Ji&S^ 
^-^=0£ 

_ — - " " 0 = 0 . 0 

1.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Fig. 12 Fluid and particle-phase displacement thicknesses profiles 

Fig. 10 Wall particle-phase density profiles Fig. 13 Fluid-phase skin friction coefficient profiles 
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Fig. 17 Wall heat transfer coefficient profiles 

frozen to equilibrium flow conditions. For large values of rj both 
F and Fp approach unity while both the transformed normal 
velocities G and Gp (not shown here for brevity) approach —TJ. 
This is consistent with the definitions of the actual normal veloc­
ities v and vp in Eqs. (6) since they must vanish at the edge of the 
boundary layer. The effect of the particle-phase wall slip on the 
profiles of F,, is apparent in Fig. 2 as it causes Fp(£, 0) to decrease 
from unity (perfect slip) to zero (no slip). Figures 3 and 4 show that 
all deviations of Q and Qp from uniformity are confined to a small 
region close to the plate surface where significant deviations from 

equilibrium exist. The development of the particle-phase wall 
temperature //,,(£, 0) as the suspension moves from £ = 0 to £ = 
1 and the thermal equilibrium condition where the profile of Hp is 
the same as that of H at £ = 1 are apparent from Figs. 5 and 6. 

Figures 7 and 8 illustrate the development of the displacement 
thicknesses (A and Ap) and the skin-friction coefficients (C and 
Cp) for both the fluid and particle phases along the plate tangential 
distance £ for various fluid-phase power index coefficients OJ. 
Physically speaking, at the leading edge of the plate, a frozen flow 
condition exists where both phases move independently. As a 
result, the drag force between the phases is maximum. As the flow 
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Fig. 20 Particle-phase skin friction coefficient profiles Fig. 23 Wall heat transfer coefficient profiles 

moves downstream of the plate's leading edge, the momentum 
exchange mechanism through the drag force increases causing A to 
decrease and Ap to increase until an equilibrium condition where 
both the fluid and the particle phases move together is reached at 
f = 1. However, the values of C and Cp tend to increase to a peak 
and then decrease to their corresponding equilibrium values. The 
nonzero or finite values of A at the leading edge of the plate ( | = 
0) seems contrary to conventional single-phase flow over a semi-
infinite flat plate (the Blasius problem). However, with the use of 
the modified Blasius transformations (Eqs. (6)) for the two-phase 
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flow situation, the obtained solutions of F and Q at £ = 0 are not 
uniform as seen from Figs. 1 and 3 as required for a vanishing 
value of A (see Eq. (18)). Therefore, it is expected that A takes on 
a nonzero or finite value at £ = 0. These behaviors for A, A,,, C, 
and Cp are clearly depicted in Figs. 7 and 8. Furthermore, as the 
fluid-phase power index coefficient o> increases, moderate reduc­
tions in A, Ap, and C and slight increases in Cp are predicted as 
seen in Figs. 7 and 8. 

Figures 9 and 10 present representative profiles for the particle-
phase tangential velocity and density at the wall for various values 
of the fluid-phase power index coefficient u>. At £ = 0, the particle 
phase experiences a perfect slip condition at the wall with a 
uniform density distribution. As £ increases and the interaction 
between the phases takes place, the drag force begins to decrease. 
As a result, the particle-phase wall tangential velocity Fp(i;, 0) 
starts to decrease and the particle-phase wall density 2,,(£, 0) 
starts to increase until it reaches a maximum value in the vicinity 
of f = 0.6 after which it decreases until it reaches a quasi-
equilibrium condition at £ = 0.1. This type of behavior for Qp{£, 
0) was predicted in analysis of the incompressible version of the 
present problem but there it became infinite (suggesting the pres­
ence of a singularity) when Fp(£, 0) vanished (see, for instance, 
Osiptsov, 1980; Datta and Mishra, 1982; Chamkha and Peddieson, 
1989). However, in the present analysis a continuous nonsingular 
solution exists throughout the computational domain. These be­
haviors in F,,(£, 0) and g,,(£, 0) are clearly illustrated in Figs. 9 
and 10, respectively. The effect of increasing co is seen to increase 
Fp(i;, 0) slightly and to spread the particles away from the wall 
causing a significant reduction in the peak values of £?,,(£, 0) as 
shown in Figs. 9 and 10. 

In Fig. 11, the wall heat transfer coefficient qw is presented 
along the plate for various values of oi. It is seen from this figure 
that qw increases to a peak in the vicinity of £ = 0.6 where Qp(t;, 
0) is maximum and then decreases to a limiting value at f = 1. It 
is also seen that as <u is increased q„ is decreased due to the 
corresponding decreases in Qp{^, 0). This suggests that the energy 
transfer between the phases increases as the density of the particles 
increases which, in turn, augments the wall heat transfer as de­
picted in Fig. 11. 

Figures 12 through 14 depict the influence of j8 on A, Ap, C, Cp 

in the presence of a finite value of diffusivity (S = 0.1) respec­
tively. At £ = 0, the drag force between the phases is maximum 
and decreases as £ increases until it vanishes at £ = 1 where 
equilibrium exists. This momentum exchange causes A to decrease 
(which causes an increase in C) and A;) to increase until equilib­
rium at £ = 1 is reached. However, as /3 increases, the effective 
viscosity of the mixture increases and causes a rapid increase in the 
values of A as the flow moves downstream towards equilibrium. 
Also, increasing ^ increases the domain of particle-phase viscous 
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effects causing A, Ap, and Cp to increase and C to decrease. These 
facts are clearly shown in Figs. 12 through 14. In addition, the 
distinctive peak in the values of C for /3 = 0 and S = 0 (inviscid 
nondiffusive particle phase discussed by Chamkha (1996a)) is still 
seen for the case where S is included in the model. However, the 
effect of including S in the model is seen to reduce the value of C 
as clearly shown in Fig. 13. 

Figures 15 through 17 illustrate the distributions of the particle-
phase tangential velocity and density at the wall and the wall heat 
transfer coefficient in the presence of particulate diffusivity (8 = 
0.1) along the plate for various values of the viscosity ratio /3, 
respectively. It is seen from Fig. 15 that the region of large 
particulate wall slip is confined to the range 0 ^ £ £ 0.25 for j3 =h 
0. As mentioned before, this range is controlled by the choice of 
the parameters SR and r. Also, as discussed earlier, the presence of 
particulate diffusion in the mathematical model (with j3 = 0) 
introduces a smoothing effect which, in turn, causes significant 
reductions in the values of Qp(t;, 0) and qw. The presence of a 
particulate viscosity in the dusty-gas model (with 8 = 0) results in 
reductions in the peak values observed for Q,,(£, 0) and qw and 
causes the peaks to move upstream towards the plate's leading 
edge as j3 increases. However, a comparison of Figs. 16 and 17 
with the results reported by Chamkha (1996a, 1998) shows that 
when both j8 and S are finite, a particle-free zone does not exist in 
the entire region 0 < f s 1, Also, there exists no catastrophic 
growth in the particle-phase density at the wall. This appears to be 
ensured by the presence of the particulate diffusivity. However, 
what appears to be different when the combined effects of 8 and j3 
are present in the model is that as /3 increases the values of Qp(t;, 
0) and qw increase above what is predicted for |3 = 0. This is in 
sharp contrast with what is observed earlier (see Chamkha, 1996a). 
This behavior in qw appears to be physically reasonable since as 
the particle viscous effects increase, the heat dissipation from the 
particle-particle interaction or particle-surface interaction is trans­
ferred to the carrier fluid through the interphase heat transfer 
mechanism. This, in turn, tends to increase the fluid-phase heat 
transfer to the wall. Therefore, it can be concluded that a dusty-gas 
model allowing for both inertial transport and diffusion of particles 
is capable of predicting results that are singularity-free and phys­
ically acceptable. 

Figures 18 through 23 present the influence of 8 on A, Ap, C, 
Cp, Fp{£„ 0), g;>(f, 0) in the presence of particulate viscous 
effects, respectively. These results compare qualitatively with 
those reported by Chamkha (1998) for /3 = 0. However, it is worth 
noticing the smoother transition of the values of F'p(i-, 0) shown in 
Fig. 21 from perfect slip at £, = 0 to no-slip conditions downstream 
than those shown earlier by Chamkha (1998). Also, it can easily be 
seen from Fig. 22 that Qp(£, 0) vanishes in the vicinity of £ = 0.7 
for the case of 8 = 0 and (3 ¥= 0 which is consistent with what is 
discussed before. Figures 22 and 23 illustrate clearly that, in the 
presence of particulate viscous effects, the particle-phase diffusiv­
ity effect is amplified since it causes more variations in the quan­
titative values of £>,,(£, 0) and qw than observed before for /3 = 0. 
Furthermore, Fig. 22 suggests that the presence of a particulate 
diffusivity in the dusty-gas model no matter how small is capable 
of removing the particle-free zone observed for cases where /3 ¥= 
0 and 8 = 0. 

It should be mentioned that the results associated with /3 = 0 
and 8 = 0 were put in terms of their primitive untransformed 
variables and compared with those reported by Wang and Glass 
(1988) and were found to be in good agreement. Furthermore, 
additional favorable comparisons were performed with the incom­
pressible results reported by Chamkha and Peddieson (1989) and 
Chamkha (1994) for j3 = 0 and 8 ^ 0 . 

In the absence of reported experimental results on the problem 
considered in this paper, and inspite of the favorable comparisons 
made (which lend confidence in the numerical procedure), it is 
difficult to be certain that the phenomena predicted in this work 
and the work reported previously by Chamkha (1996a, 1998) are 
physically possible. This is difficult to evaluate because of the 

contrast that these results offer when a small change in the math­
ematical model occurs. Therefore, it is highly recommended that 
experimental investigation of this problem be undertaken. The 
present and the previously reported results (Chamkha 1996a, 1998) 
can serve as a stimulus for this investigation by identifying a 
particular phenomenon to be investigated. 

Conclusion 
A continuum dusty-gas model modified to include combined 

particle-phase diffusive viscous effects was employed in analyzing 
steady, compressible, laminar, boundary layer flow of a particulate 
suspension over a flat surface. The mathematical model included 
balance equations for mass, momentum, and energy for each phase 
where diffusive transport of thermal energy in the particle phase 
was neglected and where thermal and momentum exchange be­
tween the phases was specified in terms of relaxation time con­
stants. Following the carrier fluid viscosity, the particle phase was 
assumed to have a general power-law viscosity-temperature and 
diffusivity-temperature relation. The governing equations were 
solved numerically using an implicit, iterative, finite difference 
method. A parametric study was performed to show the effects of 
the particle-phase viscosity and diffusivity. In contrast with the 
incompressible version of the flat-plate problem, it was found that 
a continuous solution existed throughout the computational do­
main. Other major predictions of the present work are summarized 
as follows: for a viscous nondiffusive particle phase a particle-free 
zone is formed at the plate surface; for a diffusive nonviscous 
particle phase a significant reduction in wall heat transfer and 
particle concentration at the plate surface is predicted. When both 
particle-phase diffusive and viscous effects were included in the 
dusty-gas model, singularity-free solutions were predicted and 
significant differences in wall particle-phase density concentra­
tions and wall heat transfer with those of previous cases were 
observed. These various predictions could not be verified by ex­
perimental data due to the absence of such data at present. How­
ever, favorable comparisons with previously published results on 
special cases of this problem were made which gave confidence in 
the accuracy of the numerical method. It is hoped that the present 
results will be of use to environmental agencies in Kuwait and the 
Gulf countries in understanding the dynamics of dust storms, in 
validating computer routines and serve as a stimulus for experi­
mental work on the present problem. 
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An Experimental Investigation 
Into the Effects of Grain 
Transport on Columnar to 
Equiaxed Transition During 
Dendritic Alloy Solidification 
An experimental study has been conducted to investigate the effects of grain transport on 
the columnar to equiaxed transition (CET) in dendritic alloy solidification. Using the 
aqueous ammonium chloride solution as a transparent model alloy, experiments were 
performed in a vertical test cell with cooling from the top, resulting in unidirectional 
columnar crystals growing downwards. Ahead of the columnar front, equiaxed nuclei 
were observed to originate mostly by fragmentation of the columnar dendrites in the 
presence of a thermally driven flow in the melt beneath the columnar mushy zone. Being 
heavier than the liquid, these fragments fall into the bulk melt where they may grow or 
remelt. The survived equiaxed crystals finally settle towards the floor and pile up to form 
an equiaxed bed. The CET occurs when the bottom equiaxed packed bed rises and 
eventually obstructs the columnar mushy zone growing from the upper surface. Therefore, 
the CET in the present configuration was predominantly controlled by the sedimentation 
of equiaxed crystals. A parametric study by varying initial concentration, cooling rate, 
and superheat was performed. 

Introduction 

Dendritic alloy solidification is characterized by the presence of 
two basic microstructures, namely columnar and equiaxed struc­
tures. Transport phenomena during these solidification processes 
are complex, involving thermosolutal convection in the liquid melt 
and movement of free solid crystals. These transport phenomena 
further interact with the microstructral development to dictate the 
structural as well as compositional features in the final solidified 
part. Therefore, obtaining a basic understanding of the physical 
mechanisms for the evolution of the two grain structures has been 
the focus of extensive research recently. 

Research on columnar dendritic solidification has used flow 
visualization in salt systems such as aqueous ammonium chloride 
during both horizontal and vertical solidification. Beckermann and 
Viskanta (1988) chilled an aqueous NH4C1 solution from a side 
wall in a rectangular cell and observed the interaction between 
double-diffusive convection and the mushy region growth using 
the shadowgraph method. It is revealed that there are a variety of 
double-diffusive convection patterns developing in the liquid, 
which considerably influences the local solidification rates and 
causes partial remelting of the mushy zone. McCay et al. (1989) 
used Schlieren photography and particle tracking to study 
Rayleigh-Benard type instabilities and subsequent plume develop­
ment in solidification from below. Chen and Chen (1991) per­
formed experiments to reveal the nature of salt fingering and 
plume-like convection in upward solidification of an NH4C1-H20 
solution over a wide range of cold-plate temperatures. The critical 
Rayleigh number for the onset of plume convection was correlated. 
Both shadowgraph and dye injection techniques were employed by 
Magirl and Incropera (1993) to observe the flow and morpholog-
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ical conditions associated with the solidification from side walls 
and from the bottom of a rectangular cavity. Finger-type double-
diffusive convection, plume, and channel formation in the colum­
nar mushy zone were observed and identified. Garimella et al. 
(1995) investigated the characteristics of the mushy zone during 
upward unidirectional solidification in the presence of vibration. It 
was found that the application of low-amplitude vibration to the 
test cell suppressed the channel formation, but the frequency of 
vibration appeared to have no influence. 

In comparison to columnar solidification, equiaxed solidifica­
tion is less understood and more complicated due to the movement 
of free solid crystals. The formation of equiaxed crystals in ingots 
was first studied by Jackson and Hunt (1966), in which various 
NH4C1-H20 solutions were cooled from the bottom as well as left 
and right side walls. Columnar growth was observed in the early 
stages of solidification, while in the later stages the equiaxed 
crystals filled the central region. The origin of these crystals was 
attributed to fragmentation resulting from remelting and detach­
ment of columnar dendrite arms. Hellawell et al. (1993) speculated 
that the formation of plumes rising through the bulk liquid is a 
mechanism for sweeping the dendrite fragments out of the colum­
nar mushy zone. Paradies et al. (1997) conducted experiments in a 
model alloy (succinonitrile and acetone) to investigate the effects 
of convection on dendrite fragmentation. Using a 30 percent aque­
ous ammonium chloride solution, Beckermann et al. (1994) visu­
alized the convective transport and sedimentation of free crystals 
as well as thermosolutal convection in the melt in a square test cell 
evenly cooled from all the walls. Melt convection in the form of 
two circulatory cells was found to have a profound influence on the 
movement of the solid phase and consequently the formation and 
shape of the sediment bed. 

The most complicated solidification mode occurs when colum­
nar and equiaxed grains coexist in a single ingot, leading to a 
mixed columnar/equiaxed grain structure. This mixed mode of 
solidification occurs if equiaxed grains can nucleate and grow in 
the bulk liquid ahead of an advancing columnar front, resulting in 
a transition from the columnar to equiaxed zone (Flood and Hunt, 
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Heat Extraction 

Fig. 1 Illustration of columnar to equiaxed transition (CET) in an ingot 
solidifying from the top 

1988). This columnar-to-equiaxed transition (CET) represents an 
important topic in solidification science and technology. 

There have been several experimental studies on CET. Maha-
patra and Weinberg (1987) experimentally measured the CET 
locations in Sn-Pb alloys, while Ziv and Weinberg (1989) obtained 
CET data for an Al 3pct Cu alloy solidified directionally upwards. 
Both studies dealt with the diffusion-dominated solidification, in 
which case a predictive model for CET was recently developed 
and validated by the experimental data available in the literature 
(Wang and Beckermann, 1994). 

The CET in the presence of melt convection and grain transport, 
however, remains largely unexplored (Flood and Hunt, 1988). To 
develop a basic physical understanding in this case, Jang and 
Hellawell (1991) recently performed a visualization experiment on 
CET in a continuous casting configuration using the NH4C1-H20 
model alloy. Their study clearly indicated the important roles 
played by crystal sedimentation in the development of an equiaxed 
zone and subsequently blocking of the columnar front. The CET 
data in metal systems featuring the influences of both melt con­
vection and grain transport were measured by McCartney and 
co-workers (Griffith and McCartney, 1993; McCartney and Ah-
mady, 1994) from the micrographs of Al-Cu and Al-Si alloys 
solidified from above. In some experiments grain refiners were 
added in the alloy melt to promote equiaxed solidification and, as 
a result, equiaxed grains were observed in the bottom half of an 
ingot whereas columnar grains were present in the upper half. 

Although the detailed dynamics of CET could not be revealed in 
these metal experiments due to their opacity, a series of sequences 
can be hypothesized to explain the final CET observed in solidified 
micrographs. These sequences are schematically described in Fig. 
1 for a one-dimensional coupled columnar and equiaxed solidifi­
cation occurring in an ingot cooling from the top. First, columnar 
crystals nucleate at the top chill surface and grow unidirectionally 
downwards into the liquid melt. Ahead of the columnar zone, there 
exists an undercooled zone as the columnar front growth requires 
a certain degree of undercooling. Secondly, equiaxed grain growth 
occurs inside the undercooled melt provided that tiny nuclei (e.g., 
impurities, dendrite fragments, etc.) are present. Thirdly, the grow­
ing equiaxed crystals settle and finally deposit at the bottom, 
forming an equiaxed sediment bed. The final CET results when the 
bottom equiaxed zone meets the advancing columnar front from 
above. 

If the sequences depicted in Fig. 1 are physically correct, it 
would be readily possible to predict the CET in the presence of 
melt convection and grain transport using the recently developed 
multiscale/multiphase model of Wang and Beckermann (1996). 
This modeling framework is capable of integrating the microstruc-
ture growth features into the macroscopic calculations of heat flow 

and solute redistribution with melt convection and solid phase 
transport. 

The present work is therefore to investigate the grain structural 
development and CET during directional dendritic solidification 
from the top, a configuration corresponding to the metal system 
studied recently by Griffith and McCartney (1993) and McCartney 
and Ahmady (1994), but now using the NH4C1-H20 model alloy. 
The transparency of this model system permits us to accomplish 
two main objectives: (1) to visualize and develop a physical 
understanding of the processes leading to the final CET so as to 
assist forthcoming model development, and (2) to provide a quan­
titative set of experimental data on the dynamic processes of 
solidification in action for model validation (i.e., the temporal 
evolution of various structural zones). The present work is the first 
part of an ongoing effort to ultimately model and simulate the CET 
in the presence of crystal sedimentation and melt convection using 
the multiphase model of Wang and Beckermann (1996). 

Experimental Methods 

Solidification experiments were carried out in a rectangular test 
cell consisting of a stainless steel heat exchanger cold plate as the 
top wall, a Plexiglas bottom wall, and a transparent center section 
to allow visual access from the front and back sides. The test cell 
has inner dimensions of 4.20 cm height X 2.8 cm width X 1.27 cm 
depth, as shown in Fig. 2. The system was insulated on all sides 
with 2.54 cm thick black urethane closed-cell foam insulation 
materials. Two removable covers fabricated from the insulation 
material were placed over the front and back walls as brief but 
periodic optical access to the test cell during imaging tests, which 
typically were of only 1-2 minutes duration. 

The heat exchanger was made of a Lexan block of dimensions 
2.54 cm high by 2.54 cm wide by 5.54 cm long. Small coolant 
passages were machined into the block. The lower surface of the 
block was bonded to a 0.04-cm thick stainless steel sheet which 
served as heat transfer surface contacting with the test solution. 
Cooling was accomplished by passing a mixture of ethanol glycol 
and water (1:1) through the heat exchanger. A low-temperature 
thermal bath circulator (RM20 LAUDA) maintained the cold plate 
at preset temperatures. The coolant with the desired temperature 
was then pumped into the heat exchanger by a Dayton Silicon Oil 
pump. 

Temperature measurements were performed using copper-
constantant (type-T) thermocouples that were mounted through the 
side panel of the test cell. Modular plug-in thermocouples (Omega 
Model number TMQSS-020-6) were used, calibrated to an accu­
racy of ±0.3°C. Figure 2 also details the positioning of the 
thermocouple probes within the test cell. All the probe tips were 
positioned in the midplane of the cell. A scale attached to the test 

Fig. 2 Schematic of test cell 
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Table 1 Experimental conditions 

Experiment 
run no. 

1 
2 
3 
4 
5 

Initial concentration 
of NH4C1 (wt.%) 

32 
34 
32 
32 
32 

Superheat 
CO 

1 
1 
5 

13 
5 

Cooling plate 
temperature 

(°C) 

- 1 9 
- 1 9 
- 1 9 
- 1 9 
- 1 4 

cell was used to position the thermocouple tips. The scale has a 
resolution of 1 mm and thus the error in thermocouple positioning 
was estimated to be ± 1 mm. Each of the thermocouples was wired 
into a data acquisition system which consisted of a Macintosh II 
computer equipped with a Fluke HELIOSII data logger. A visual 
instrument program based on Labview was written to control the 
data acquisition. The temperature readings were scanned and saved 
at three-second intervals during each experiment. 

Qualitative observations of the solidification phenomena and 
flow structures within the test cell were recorded by two methods: 
a shadowgraph visualization system and normal photography. The 
optical system included a light source, optics, translucent glass, 
and camera. The light source consisted of a beam from an ORIEL 
mercury arc lamp which was collimated by reflecting it off a 
parabolic mirror and then the resulting parallel light passed 
through the test cell. In the shadowgraph setup, the light through 
the test cell was then imaged onto a movable translucent glass 
served as a screen. The translucent glass was placed in front of the 
test cell in the light pass for normal photography. Both kinds of 
images were photographed by Nikon N70 camera using Kodak 
TMAX 100 Black and White films. During the time at which the 
photographs were taken, the front and back insulations were re­
moved from the cell momentarily. 

The binary phase-change material chosen for this study was 
aqueous ammonium chloride (NH4C1-H20). This system has an 
eutectic temperature of — 15.4°C and the eutectic concentration of 
19.7 wt%. Before pouring the test material into the inner cavity, 
the test cell walls were preheated to the test temperature of the 
melt. The pouring temperature was about 5°C higher than the test 
temperature. The NH4C1-H20 solution was injected into the cell 
with a syringe and all bubbles were removed from the melt. Before 
commencing each experiment, the cell was left idle for about half 
an hour to reach equilibrium with the test cell walls, and then 
stirred to eliminate any solutal gradients within the liquid solution. 
After the melt was allowed to become quiescent again, the coolant 
was started to pump into the heat exchanger to induce cooling and 
the experiment was commenced. 

The heights of the columnar and equiaxed zones were recorded 
by a scale attached to the test cell vertically along the center of the 
front wall. The scale has a resolution of 1 mm and therefore the 
uncertainty associated with the height measurements was esti­
mated to be ±1 mm. Since the surfaces of both the columnar 
region and sediment bed were not smooth, the uncertainties asso­
ciated with an irregular interface were estimated by taking read­
ings of the maximum and minimum heights of the interface and are 
denoted by the error bars for each point in the figures (Figs. 8(b) 
and 10). The qualitative experiments (i.e., photography and shad-
owgraphy) and quantitative experiments (i.e., temperature, colum­
nar, and equiaxed zone measurements) were conducted separately 
so as not to interfere with each other. 

Results and Discussion 
A total of five experiments were conducted with variations in 

the initial concentration of ammonium chloride, superheat and 
cooling plate temperature. The experimental conditions are sum­
marized in Table 1. 

General Observations. Observations are first presented for a 
representative case (i.e., experiment #1) with an initial ammonium 
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chloride concentration of 32 wt% (corresponding to a liquidus 
temperature of 42°C), a cold plate temperature of - 19°C, and melt 
superheat of 1°C. The time evolutions of the solidification process 
are displayed in the selected images shown in Figs. 3 through 7. 

Immediately after the experiment was commenced, crystals 
were nucleated over the cold plate and grew rapidly. As soon as 
they were formed, these crystals were separated from the top wall 
and swept into the melt, as can be seen from Fig. 3. This is due to 
the strong thermal convection developing in the melt upon initia­
tion of cooling. The convection exerted a shear force on the 
crystals and shook them to break from the root and separate from 
the wall. Notice the movement of the crystals in the shadowgraph 
image; they did not fall straightly towards the bottom, instead, they 
were swirling and swept into the melt, revealing that there must be 
a cellular, counterclockwise flow. This flow pattern can be ex­
plained by the fact that the left side was close to the inlet of the 
coolant, and hence the melt in this region was colder and heavier 
leading to the downwards flow on this side. 

At about 15 seconds a layer of columnar dendrites began to 
penetrate from the top wall and grow unidirectionally downwards 
into the melt (see Fig. 4). As a result, the temperature difference 
prevailing in the liquid melt decreases from 62°C to approximately 
1°C, which substantially weakens the thermal convection. There­
fore, vertical sedimentation of the crystals became predominant, as 
evidenced by the uniform distribution and settling of separated 
crystals (see Fig. 4). At this moment, it is seen that a lot of free 
crystals were growing in the undercooled melt during settling, 
resulting in the "showering" of small equiaxed crystals. The settled 
crystals deposited on the floor of the test cell and formed a 
sediment bed of equiaxed crystals. 

As the solidification process continued, the melt became more 
undercooled. The free equiaxed grains settling through the melt 
grew into larger crystals and fell faster, as shown in Fig. 5 (120 
seconds into the experiment). Since the shadowgraph was not time 

Fig. 3 Shadowgraph image (exp. #1, t = 1 second) 
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Fig. 4 Normal photograph (exp. #1, f = 15 seconds) 

Fig. 5 Shadowgraph image (exp. #1, t = 120 seconds) 

Journal of Heat Transfer 

Fig. 6 Normal photograph (exp. #1, f = 1800 seconds) 

exposed (exposure time was 1/125 seconds), the tails behind the 
crystals did not represent the motion of the crystals through a time 
exposure but rather solutal wakes left by the crystals as they 
traveled through the melt. According to the phase diagram of 
NH4C1-H20, the forming solid is almost pure ammonium chloride 
and thus, the solute (here is water), which is less dense, is rejected 
from the crystals to the immediately surrounding liquid. The 
water-rich liquid formed the wakes behind each crystal. Due to a 
low liquid mass diffusivity (4.9 X 10"9 m2/s), these wakes retained 
their composition identity and were clearly visible in the shadow­
graph image as a result of the density difference between the 
wakes and the surrounding melt. Therefore, the wakes were an 
indication of the crystal growth during settling and they also 
clearly showed the direction of the crystal movement, which was 
essentially downwards for almost all the crystals. It is worth 
noticing that the tails in Figs. 3 and 5, although similar in appear­
ance, are of different compositions. In the case of Fig. 3 the 
crystals undergo remelting during settling since their sizes de­
crease towards the cell bottom, and the wake left behind each 
crystal is composed of remelted NH4C1 liquid. However, density 
gradients in the wakes of remelting crystals look similar to those of 
growing crystals in a shadowgraph. 

At this point in time (t = 120 seconds), the thermal convection 
in the melt becomes weaker mainly because the spatial dimension 
of the liquid melt was reduced to about two-thirds of the total 
height of the cell due to the growth of the columnar and equiaxed 
zones. The small temperature difference (AT ~ 7°C) and the 
smaller size of the liquid region resulted in a weak thermal con­
vection. The solutal convection can also be seen at this stage in the 
form of plume convection (see Fig. 5). It may appear from Fig. 5 
that the plume convection is strong, but this is somewhat mislead­
ing. The photograph shows that there are about —30 plumes rising 
with diameter of ~1 mm. The bulk liquid region in the cross 
section was 28 mm wide and 12.7 mm deep. Therefore, the actual 
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fraction of the plume liquid was small and estimated to be ~[(TT/ 
4)(1 mm)2(30)/(28 mm)(12.7 mm)] ~ 6 percent of a horizontal 
cross section. The present result is in good agreement with the 
observations and estimate of Jang and Hellawell (1991). Thus, at 
this moment, the solutal convection was fairly weak. 

Upon further cooling, the upper columnar region and lower 
equiaxed sediment bed continued to grow, keeping essentially flat 
in appearance and at a reduced rate. Due to the weak convective 
flow in the melt, there were no more flow-generated fragments. 
There was also no sign of nuclei generated by other mechanisms 
(e.g., heterogeneous nucleation of foreign nuclei or impurities). 
The melt was continually becoming more water-rich due to the 
precipitation of solid crystals. At this time, both growth rates of 
columnar zone and equiaxed sediment bed were decreasing be­
cause the melt continued to be water enriched and its liquidus 
temperature dropped. At about 1800 seconds into the experiment, 
the equiaxed zone growth almost ceased, while the columnar front 
kept advancing at a rather low velocity, as shown in Fig. 8(£>). The 
equiaxed crystals on the top edge of the sediment bed began to 
slowly grow in a preferential direction towards the upper melt, 
whereas the growth of its lower branches was suppressed by 
dendrite packing. This can be visualized in Fig. 6 where the 
crystals in the vicinity of the edge of the sediment layer evolved 
into a columnar-like morphology. This grain evolution was found 
in all experiments in this study and may represent a feature of the 
late stage of the CET. 

At about 4200 seconds into the experiment, the upper crystal 
layer and lower crystal layer met together, blocking each other as 
shown in Fig. 7. The final CET occurred at this time (see Fig. 
8W). 

Cooling Curves. The cooling curves shown in Figure 8(a) can 
be further scrutinized by dividing into two groups of different 
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Fig. 8 (a) Cooling curves and (/>) growth of columnar and equiaxed 
zones for exp. #1 

features. The first group consisting of the thermocouple plots at 
locations 2 and 6 is displayed in Fig. 9(a) with a magnified scale. 
Note that minimums existed in both temperature curves. This 
phenomenon, which is commonly observed in equiaxed solidifi­
cation, is known as recalescence. This occurs when the latent heat 
released upon solidification exceeds the rate of heat removed 
externally, resulting in a local temperature rise. However, the 
mechanisms behind the temperature rises of the two locations 
appear different. The recalescence at location 2 occurred at t = 15 
seconds when the equiaxed crystals "showering" began and loca­
tion 2 coincided with the point where a large amount of free 
crystals nucleated and grew at the instant of time. Therefore this 
recalescence is believed to be associated closely with nucleation. 
The temperature rise at location 2 was about 1°C and short in 
duration (about ten seconds) due to a high local cooling rate, which 
is in agreement with the theoretical predictions available in the 
literature (Rappaz and Thevoz, 1987). According to Hollands et al. 
(1975), natural convection in an analogous system with heating 
from below becomes turbulent at the Reyleigh number of 106. 
Thus, the melt flow in the present system could be turbulent due to 
a Rayleigh number of approximately 2 X 106. However, notice 
that the duration of the temperature rise at location 2 is about two 
seconds, while the fluctuation of turbulent thermals is usually less 
than one second (Sparrow et al. 1970; Kirkpatrick and Bohn, 
1986). Hence, we believe that the temperature rise in location 2 is 
more attributed to recalescence than turbulent fluctuation. In fact, 
due to the low sampling rate of thermocouples (i.e., three seconds) 
used in the present study, the turbulent fluctuations are unlikely to 
be picked up. 
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Fig. 9 Cooling curves for exp. #1 at (a) locations 2 and 6, and (b) 
locations 3, 4, and 5 

Location 6, where recalescence occurred much later (t = 200 
seconds), was located near to the bottom of the sediment layer. At 
the moment recalescence began, the equiaxed deposit layer was 
just passing this point. This recalescence is therefore a result of 
crystal sedimentation, as also observed in other experiments 
(Beckermann and Wang, 1996). This can be explained as follows. 
The melt right above the sediment layer was in an undercooled 
state, while the melt inside the sediment bed can be expected to be 
solutally well mixed and at a temperature corresponding to the 
local equilibrium liquidus concentration. Therefore, as the crystals 
settled on the edge of the sediment bed, the system locally adjusted 
from an undercooled to an equilibrium state by raising its temper­
ature instead of adjusting the concentration due to the lower mass 
diffusivity than the thermal diffusivity. 

Other cooling curves show relatively strong temperature fluctu­
ations (see Fig. 9(b)), especially in the melt at early stages of 
solidification and at locations and instants when columnar front 
passed by. At the thermocouple locations 3 to 5, the fluctuation 
began almost upon "showering" of equiaxed crystals, primarily 
due to the highly transient equiaxed crystal growth and movement. 
At location 3, the temperature curve became smooth at about 480 
seconds into the experiments, when the columnar front had passed 
this point (Fig. 8(&)). The temperature fluctuations at location 4 
and 5 lasted much longer. These two points were inside the liquid 
melt during most of the solidification process, thereby experienc­

ing transient equiaxed crystal growth and motion as well as highly 
transient and complicated thermosolutal convection. The temper­
ature fluctuation diminished when the melt no longer contained 
equiaxed crystals. 

Parametric Study. Experiments were performed to investi­
gate the effects of solidification conditions, such as the superheat, 
cooling rate, and initial concentration on the columnar-to-equiaxed 
transition described in the preceding section. 

An aqueous solution of 34 percent ammonium chloride (liquidus 
temperature of 51°C) was solidified at the same superheat (AT = 
1°C) and cold plate temperature (-19°C) as for the previous 32 
percent solution. The columnar versus equiaxed growth is shown 
in Fig. 10(a). It can be seen that at higher concentration, the 
equiaxed zone is larger and the CET occurred earlier (about 1800 
seconds for the 34 percent NH„C1-H20 solution versus 4200 
seconds for the 32 percent solution). Our observation indicated 
that, upon initial cooling, a larger amount of crystals were de­
tached and advected into the melt of higher concentration of 
NH4C1. Due to the higher pouring temperature (52°C) of the melt, 
the thermal convection was also stronger, leading to more separa­
tion of the crystals from the top cooling wall. These crystals grew 
and settled towards the bottom of the test cell, resulting in an 
earlier block of the columnar front and thus the earlier CET. 

Figures 10(b) and 10(c) show the columnar versus equiaxed 
growth in solidification with superheats of 5°C and 13°C, respec­
tively. Compared to Fig. 8(b), it can be seen that the higher 
superheat results in a longer columnar zone and a shallower 
equiaxed sediment layer. At higher superheat, the undercooled 
zone for equiaxed crystals to survive was narrowed. Note the 
equiaxed zone evolution in Fig. 10(c). At the early stage of 
solidification, the crystals originated from fragmentation rarely 
survived due to the remelting in the superheated melt when trav­
eling towards the bottom, leading to almost no sediment layer on 
the floor of the cell. The growth of the equiaxed zone started to 
increase at about 300 seconds into the solidification but decreased 
again at about 600 seconds. This can be explained as follows. At 
the early stage of solidification, high superheat causes more vig­
orous thermal convection in the melt, which promotes the separa­
tion of crystals from the wall. On the other hand, the high super­
heat melt kills the free crystals entering it by remelting. A 
combination of the two effects results in an overall thin equiaxed 
sediment layer observed in this experiment. At about 300 seconds, 
the melt started to become undercooled, which promotes equiaxed 
crystals to grow and equiaxed sediment layer to increase markedly. 
At about 600 seconds, thermal convection was weakened, leading 
to a decreased number of flow-induced fragments and thereby a 
drop in the growth of the equiaxed zone. 

A comparison between the cases presented in Figs. 10(b) and 
\0(d) shows the effect of the cold plate temperature. For the cases 
studied here, a higher cold plate temperature, which means a lower 
cooling rate, favors the development of the equiaxed region. A low 
cooling rate would slow down the columnar dendrite formation 
from the top wall, and the crystals formed on the cooling wall have 
more chances to be detached by melt flow. 

Discussion. From the above experimental study, five steps can 
be identified to be involved in the columnar-to-equiaxed transition: 
(1) origin of free fragments; (2) survival of the free crystals; (3) 
growth of survived equiaxed crystals in an undercooled liquid; (4) 
sediment of the growing crystals to form an equiaxed bed on the 
bottom; and finally (5) the columnar-to-equiaxed transition when 
the equiaxed sediment bed obstructs the columnar growth from the 
upper cooling surface. 

Origin of Free Equiaxed Crystals. In the present study, the 
origin of the equiaxed nuclei appears to be due to the fragmenta­
tion of the columnar front. There are two stages of fragmentation 
associated with the melt flow developing in the solidification 
process. Upon initiation of the cooling from the top, a counter­
clockwise thermally driven flow developed within the melt. In the 
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presence of this strong convective flow prevailing in the entire 
melt, the nucleating dendrites were stripped away from the cold 
surface. The bonding energy between nucleating dendrites and the 
cold surface was not strong enough to overcome the drag imposed 
from the liquid currents. Consequently, these crystals were sepa­
rated from the cooling wall. The fragments generated at this stage 
are typically of 1 mm in size (see Fig. 4). 

With the progression into the solidification and formation of a 
mushy layer on the cold surface, convection diminishes. At this 
stage, the drag imposed on the columnar dendrites may only be 
sufficient to break small arms (such as secondary arms), generating 
fragments that are small in size. A close up of the vicinity of the 
columnar front shown in Fig. 5 was recorded and processed, 
showing that the fragments ejected from the upper columnar layer 
have the size of about 20 fim. 

Once produced, the fragments may be transported into the melt 
by convective flow and by gravity, with gravity settling usually 
being dominant. 

Survival of Fragments. When free particles enter a super­
heated melt, they may be remelted and have a limited life span. In 
order to ascertain the effects of an initial superheat in the melt, it 
is instructive to estimate the life span of particles falling through a 
superheated environment. According to Han and Hellawell (1997), 
under the present experimental conditions, where the superheat is 
low, the melting of particles is solutal dissolving controlled. The 
melting rate, u„ can thus be given by 

DAT 

-m,(l - C0)8S 
(1) 

where D, is the liquid diffusion coefficient, C0 is the melt con­
centration, 8, is the thickness of the diffusion boundary layer, AT 
is the melt superheat and mt is the slope of the liquidus line. 
Equation (1) is valid also in the convection case provided 8, is 
properly estimated. For the diffusion-controlled remelting, 8, is 
equal to the radius of a spherical dendrite, r. Accounting for the 
internal porosity of an equiaxed dendrite, the melting rate can be 
defined as 

v,=f, 
dr 

dt (2) 

where fs is the internal solid fraction of the dendrite. Combining 
Eq. (1) with Ss = r (in the diffusion case) and Eq. (2), the 
remelting time of a dendrite can be estimated by 

'remelting 

-« , ( ! ~ Cp)/, 

2D,AT (3) 

where r0 is the initial radius of the sphere. In the NH4C1-H20 
system, take D, = 4.8 X 10"' m2/s, C0 = 68 wt% (water here), 
m, — —4.67 K/wt pet. Furthermore, it has been reported that 
NH4C1-H20 crystals is highly porous (/, < 5 percent) (Jang and 
Hellawell, 1994). If we use/s = 0.02, the results of the remelting 
time are given in Table 2. Keep in mind that these remelting times 
correspond to the diffusion-controlled condition and thus are the 
most conservative estimates. With convection, the thickness of the 
diffusion boundary layer 8, would be thinner and therefore the 
remelting time would be shorter. Also, the above analysis is 
intended only for the fate of dendrite fragments at the initial stages 
of solidification where the superheat remains in the melt. 

Sedimentation. Due to the high dendriticity of NH4C1 crystals, 
its settling velocity reaches the terminal value very quickly, al­
though the particles accelerate as they grow (Jang and Hellawell, 
1994). The modified Stokes' equation can thus be used to estimate 
the terminal velocity of particles. 

Table 2 Comparison between remelting 
time of equiaxed crystals 

' remelting 

Superheat = 1°C 

d = 20 jum 0.03 
d = X mm 75 

(seconds) 

time 

Superheat = 10°C 

0.003 
7.5 

and settling 

'.ailing (seconds) 

42000 
16 
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ag[fApsl,+ (l -fs)Plll]r2 

vr= (4) 

where a < §, g is the gravitational acceleration, / , is the solid 
fraction within each grain, Ap,„ is the solid-liquid density differ­
ence, Ap,/; is the density difference between the liquids inside and 
outside the envelope (i.e., interdendritic and extradendritic liq­
uids), and p, is the liquid viscosity. Analysis of sedimentation rates 
in the NH4C1-H20 system using Eq. (4) gives good agreement with 
experimental observations with a = 0.1 and/, = 0.02 (Jang and 
Hellawell, 1994). Therefore, the following estimate can be ob­
tained for the sedimentation rates (taking p, = 1.03 X 10 3 kg/ms, 
Aps/, = 572 kg/m3, and noting that Ap„, < Ap,,« and thus is 
neglected): 

vT = 2 . 7 mm/s for d = 1.0 mm and 

vT = 1 p,m/s for d — 20 jam. 

Knowing the height of this test cell (i.e., 42 mm), the settling times 
for various fragments can be estimated, as listed in Table 2 along 
with the respective remelting times. Once again, these estimates of 
the settling time do not take account of a convective melt and the 
variable size of dendrites during settling. 

Columnar-to-Equiaxed Transition. The results in Table 2 in­
dicate that the small fragments of 20 p,m in diameter will hardly 
survive in both environments with the superheats of 1°C and 10°C. 
For large fragments of 1 mm in diameter, at the superheat of 1°C, 
they most likely survive and settle to the bottom of the test cell, 
although subject to partial remelting during settling. However, 
they are likely to be remelted and disappear with the superheat of 
10°C. This simple analysis further supports the formation of a thin 
equiaxed zone shown in Fig. 10(c) at the early stages of solidifi­
cation. It should be cautioned that the results of crystal settling and 
remelting listed in Table 2 are only accurate to their orders of 
magnitude due to the various assumptions made above. 

As survived equiaxed crystals reach the bottom, they tend to pile 
up and form a packed bed. In the literature, the columnar-to-
equiaxed transition has been investigated in a situation where 
equiaxed crystals move towards the columnar front and grow 
sufficiently in size and number to block the advancing columnar 
front. In the present study, the equiaxed crystals move away from 
the columnar mushy zone and settle to form an equiaxed region, 
which determines the final CET. Thus, the CET in the present 
study is controlled by the equiaxed zone formation as a result of 
crystal sedimentation. As long as the solidification environment 
promotes the formation of an equiaxed sediment zone, the CET 
will occur and the location of the CET is determined primarily by 
the extent of the equiaxed zone. 

Conclusions 
The following major conclusions can be drawn from the present 

experimental study: 

1 With cooling from the top, CET was observed with a co­
lumnar structure in the upper portion of the test cell and an 
equiaxed sediment bed in the lower portion. 

2 The origin of equiaxed nuclei was found to be due to crystal 
fragmentation in the presence of thermal convection during solid­
ification. The fragments were then transported into the melt, where 
they may grow or be remelted. The survived crystals settled under 
gravity towards the floor of the test cell and piled up to form an 
equiaxed sediment layer, thereby leading to the CET. 

3 The effects of the initial concentration, superheat and cool­
ing rate on CET were investigated. Higher initial concentrations of 
NH4C1 resulted in longer equiaxed zones and hence earlier CET. 

Higher superheats and higher cooling rates favored the columnar 
growth over that of equiaxed crystals. 

4 Columnar-to-equiaxed transition in this study was found to 
be controlled by the formation and extent of the equiaxed sediment 
bed, which is a direct result of generation, transport, survival, and 
eventual growth of dendrite fragments. 

Parallel efforts to develop a physical model and provide com­
puter simulations for the same problem in question are presently 
underway. Simulation results as well as comparison to the exper­
imental data obtained herewith will be reported in a forthcoming 
publication. 
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Temperature Response of Heat 
Transport in a Micro Heat Pipe 
A detailed mathematical model for predicting the heat transport capability and temper­
ature gradients that contribute to the overall axial temperature drop as a function of heat 
transfer in a micro heat pipe has been developed. The model utilizes a third-order 
ordinary differential equation, which governs the fluid flow and heat transfer in the 
evaporating thin film region; an analytical solution for the two-dimension heat conduction 
equation, which governs the macro evaporating film region in the triangular corners; the 
effects of the vapor flow on the liquid flow in the micro heat pipe; the flow and 
condensation of the thin film caused by the surface tension in the condenser; and the 
capillary flow along the axial direction of the micro heat pipe. With this model, the 
temperature distribution along the axial direction of the heat pipe and the effect on the 
heat transfer can be predicted. In order to verify the model presented here, an experi­
mental investigation was also conducted and a comparison with experimental data made. 
This comparison indicated excellent correlation between the analytical model and exper­
imental results, and as a result, the analysis provides a better understanding of the heat 
transfer capability and temperature variations occurring in micro heat pipes. 

Introduction 
Effective cooling of electronic components is crucial to the 

successful operation and high reliability of modern electronic 
devices. The amount of heat generated in these electronic devices 
must be dissipated in order to maintain the operating temperature 
limit and peak performance. Along with the limitation on the heat 
flux level and maximum temperature, there may be further require­
ments on the temperature drop and the level of temperature uni­
formity. Heat pipes as a cooling strategy for electronic equipment 
present a promising alternative to traditional cooling schemes and 
offer the possibility of high local heat removal rates and high 
levels of temperature uniformity across individual electronic com­
ponents. 

Since the initial conceptualization of micro heat pipes in 1984 
(Cotter, 1984), a number of analytical and experimental investi­
gations have been conducted. Because the fundamental phenom­
ena that governs the operation of micro heat pipes arises from the 
difference in the capillary pressure across the liquid-vapor inter­
faces in the evaporator and condenser regions, most of these 
investigations have concentrated on the capillary heat transport 
capability. Several analytical models (Cotter, 1984; Babin et al, 
1990; Longtin et al, 1994; Khrustalev and Faghri, 1994; Peterson 
and Ma, 1996a) have been developed and verified experimentally, 
which are capable of predicting the capillary limits and perfor­
mance characteristics of these devices. Recently, Longtin et al. 
(1994), Khrustalev and Faghri (1994), and Peterson and Ma 
(1996a) recognized the importance of vapor-liquid frictional inter­
action to the heat transport capability of micro heat pipes, and Ma 
and Peterson (1998) derived an expression for the minimum me­
niscus radius, which is important in the accurate determination of 
the capillary heat transport limit. For some applications, the max­
imum temperature and the temperature distribution are of interest, 
and while many of these previously developed models can be used 
to predict the heat transport limit, none of them can be used to 
accurately predict the axial temperature distribution and its effect 
on the heat transport limitation. 
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In order to predict the temperature variation and the heat trans­
port capacity, a mathematical model was established with the 
following comparatively new features. First, the temperature dis­
tribution along the axial direction of the heat pipe can be predicted. 
The technique utilized incorporates the temperature distribution 
effect on the heat transfer through the micro region of the thin 
liquid film. Second, the model includes the effects of the disjoining 
pressure, the viscous shear stress, and thermal resistance on both 
the vapor temperature and the wall temperature distributions. 
Third, a two-dimensional model for the vapor flow effect on the 
liquid flow and a corresponding two-dimensional analytical solu­
tion for the temperature distribution in the liquid film is developed 
and included. In this way, the heat transfer through the macro 
region of liquid film can be determined. Finally, a simplified 
capillary analytical model was employed to calculate the meniscus 
radius occurring in the evaporator and condenser. 

Analysis 
The current model is developed for the trapezoidal micro heat 

pipe with triangular grooves shown in Fig. 1. The present analysis 
is performed with the following assumptions: 

1 steady-state laminar flow for both the vapor flow and liquid 
flow in the micro heat pipes; 
2 no slip conditions for both liquid and vapor flows; 
3 the vapor is at saturation conditions; 
4 liquid flow in the thin film region in the evaporating section 
results from gradients in the disjoining pressure and surface cur­
vature; 
5 liquid flow in the thin film region in the condensing section 
results from gradients in the capillary pressure; 
6 liquid flow in the macro region and the axial direction results 
from the capillary flow, i.e., the disjoining pressure effect on the 
axial flow is neglected; 
7 the meniscus radius of curvature of liquid flow is constant in 
the meniscus region at a given z-location; 
8 convective terms are neglected when solving the energy equa­
tions governing the liquid film temperature; and 
9 since the wall conductivity is large compared with that in the 
liquid film, the temperature in the wall at a given cross section is 
assumed to be uniform. 

Heat Transfer Through the Evaporating Film. Stephan and 
Busse (1992) established a mathematical model to calculate the 
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A-A 

Fig. 1 Schematic of a micro heat pipe 

heat transfer coefficient, and found that the interfacial temperature 
variation is very important. More recently, Khrustalev and Faghri 
(1995) established a model based on a constant meniscus radius 
assumption including the evaporating thin film region to try to 
overcome the mathematical difficulty occurring in solving the 
governing equation presented by Stephan and Busse (1992). How­
ever, with this assumption, the heat flux effects on the film profile 
cannot be determined as shown in the paper presented by Wayner 
(1994). Most recently, Ma and Peterson (1997b) established a 
model which considered the disjoining pressure, the surface cur­
vature, the viscous shear stress, and the apparent contact angle 
variation to predict the heat flux and temperature variation along 
the axial direction of a triangular groove. Based on conservation of 
momentum, Ma and Peterson (1997b) derived an expression 

fte • Res,jx, 
dK 
ds. dse 

q{se) dse 

2Sl(s,)p, (1) 

for the steady-state evaporating process of a thin film in a trian­
gular groove, where the meniscus curvature, K, and the disjoining 
pressure (Holm and Goplen, 1979) can be found by 

K = 

Fig. 1 (con't) 

d28e 

ds] 

\dsj 

m 

p„= PlRThl In [a8':l 

(2) 

(3) 

N o m e n c l a t u r e 

a = 
A = 
b = 

C, = 
C2 = 
C* = 
D = 
f = 
g = 

hh = 
K = 
L = 

P 
P 
Q 
r 

constant 
cross-sectional area, m2 

constant 
coefficient defined by Eq. (27) 
coefficient defined by Eq. (28) 
coefficient defined by Eq. (31) 
diameter, m 
friction factor 
gravitational acceleration, m/s2 

latent heat of vaporization, kJ/kg 
curvature, m"1 

length, m 
effective length defined by Eq. 
(29) 
mass flow rate, kg/m • s 
pressure, N/m2 

perimeter, m 
heat flux, W/m2 

radius, m 
radius defined by Eq. (17) 

r2 = radius defined by Eq. (18) 
rw = groove dimension, m 
R = gas constant, J/kg K 

Re = Reynolds number 
s = coordinate, m 
T = temperature, K 
u = velocity, m/s 
u = average velocity, m/s 
x = coordinate, m 
y = coordinate, m 
z = coordinate, m 

Greek 

a = contact angle, degree 
8 = film thickness, m 

S0 = no evaporating film thickness, m 
Tj = coordinate, m 
6 = coordinate, degree 

A = coordinate defined by Eq. (14) 
/u, = viscosity, Ns/m2 

p = density, kg/m1 

a = surface tension, N/m 
<f> = half-channel angle, degree 
ijj = tilt angle, degree 

Subscripts 

a = adiabatic 
c = condensing, condenser 

cap = capillary 
d = disjoining 
e = evaporating, evaporator 
h = hydraulic 
/ = liquid 

Iv = liquid-vapor interface 
mic = micro 
mac = macro 

tot = total 
v = vapor 

w = wall 
+ = along the s -direction 
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B-B 

Fig. 1 (con't) 

respectively. The friction factor and Reynolds number product, 
fu • ReSe, for the liquid flow in the thin film shown in Fig. 1, can 
be determined by 

/A/ 

ft • Re8l = 
dVe *S.Pt 

where 

2P/("/+) : 

m 

S„P/ 

M( 
(4) 

' ike) 
ds. 

(5) 

(6) 

Since the disjoining pressure is a very important factor in the 
micro thin film region, the curvature effect on the film thickness 
variation and evaporating heat transfer in the micro thin film 
region due to the groove shape was not considered. As the film 
thickness increases, the disjoining pressure effect decreases, and at 
some point, the disjoining pressure will have no effect on the liquid 
flow and evaporating heat transfer in the liquid film. Obviously, 
the model developed for the micro thin film region is not appro­
priate for this film region. However, a two-dimensional heat con­
duction equation can be used to describe the temperature distribu­
tion of the liquid film in the corner region shown in Fig. 1 and the 
heat transfer through the liquid film can be determined. When the 
film thickness is only slightly thicker than those at which the 
disjoining pressure has no effect, it is difficult to solve the two-
dimensional heat conduction equation and find accurate solutions 
for the region between the micro film region and the real macro 
region. Fortunately, the heat transfer through this film region can 
be approximated as one-dimensional, and based on the constant 
curvature assumption in the meniscus region, the film thickness 
variation can be expressed as 

r„2 sin 6 
8C

 = 7—;—TY {cos a cos (d> - 8) 
cos (a + <p) L v ^ ' 

- [sin2 </> - cos2 a sin2 (</> - 0)]°-5} (smic < s < s„J (10) 

where smic is the point where the disjoining pressure can be 
neglected, and smx is the point where the two-dimensional heat 
conduction equation can be readily solved and accurate solutions 
obtained. In this investigation, .?mac was chosen to be 10~5 m from 
the origin along the ^-coordinate. The angle, 9, in Eq. (10) can be 
found from the following relationship: 

{cos a cos (</> — 6) — [sin2 4> 

(r„ 

{4> - 0)]0'5} cos 0 

s) cos (a + <£>) 
01) 

For a given value of s, the angle 6 can be found from Eq. (11), the 
film thickness can be determined by Eq. (10), and the resulting 
heat transfer through this film region can be found, while the 
interface temperature can be determined using Eq. (9). 

For the macro film region, the heat transfer through the liquid 
film in the groove, as shown in Fig. 2, can be approximated by the 
two-dimensional heat conduction equation 

d2T 

J?' 
1 dT 1 

h — 
r dr r' 

d2T 
^ 2 = 0 ' (12) 

When the temperature increases in the direction of flow, and the 
surface tension decreases with an increase in temperature, 
temperature-induced surface shear stress will hinder the fluid flow 
towards the contact line. Since the contribution to the pressure 
drops is very small compared with the other terms in Eq. (1) (Ma 
and Peterson, 1997b), the surface tension effect due to the tem­
perature variation was not considered. The boundary conditions 
corresponding to Eq. (1) can be found as 

Se = S0; K = 0; 
dS, 
dse 

= 0; at s = 0 (7) 

and the nonevaporating film thickness as (Ma and Peterson, 1997c) 

g _ e[i(TJT<l)-l)((hfgIRTw)~[na)lb'] /gN 

where a = 1.5787 and b = 0.0243, and the interface tempera­
ture, T,„, can be obtained from 

Thl = TA 1 + 
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(9) Fig. 2 Schematic of a triangular groove 
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Because the conductivity of the wall is large compared with that of 
the liquid film, the temperature in the wall at one cross section can 
be assumed to be uniform. The corresponding boundary conditions 
for Eq. (12) can be obtained as 

T=T„ at 6 = 0; and 6 

T = T,v at r = r2. 

Applying a coordinate transformation 

Eq. (12) becomes 

A = In - , 
' • i 

d2T d2T _ 

JA~2 + W = 0-

(13) 

(14) 

(15) 

Applying the method of separation of variables, the solution of Eq. 
(15) can be obtained as 

T = Tw + (Tlv - Tw) X 
i - ( - D " 

mr 
c o s h ^ [ A In — cosh • 

HIT / r2 

^X A + l n -

mr r2 
sinh ^-r ln — 

24> 

where r, and r2 can be determined by 

cos (j) 

cos (<j> - d) 

nv 
X sin JT 6 (16) 

(17) 

and 

ri: 
cos a cos ((j) — 6) — [sin2 (j) — cos2 a sin (<f> — 0)]° 

cos (a + </>) 
(18) 

respectively. The radius r, is assumed as shown in Fig. 2. Because 
most of the heat passes through the thin film region, the value of 
r, has little or no effect when it is smaller than 1CT6 m. In the 
current investigation, r, was assumed to have a value of 10~10 m. 

Vapor Flow in the Heat Pipe. For the vapor space shown in 
Fig. 1, a three-dimensional model should be established to find the 
velocity distribution and vapor pressure drop, but since the vapor 
space shape is not regular and evaporation occurs near the interline 
region, it is difficult to obtain the boundary conditions and find the 
solutions. For this reason, a simplified "three"-dimensional model 
was used, i.e., at a given z-location the pressure drop is determined 
by a two-dimensional (x and y-directions) model (Ma and Peter­
son, 1997 a) as 

bxl 

B2ur 1 dpv 

p.v dz 
(19) 

After the friction factor was obtained by Eq. (19) based on the 
cross-sectional shape of the flow path, the one-dimensional mo­
mentum equation for vapor flow along the z-direction was ex­
pressed as 

dpv _ duv 
—,—h p„e sin \ii + p,,uv —r— 
dz dz - /» 

2pvu] 
(20) 

Due to the frictional vapor flow, the vapor pressure will vary from 
the evaporator to the condenser and will result in the temperature 

variation due to the saturated vapor flow. Based on the Clapeyron 
equation, the vapor temperature variation can be found as 

7\, = • 
RTV, pv 

• l n 

(21) 
1 

K Pv.O 

where tvfi andp„,0 are the reference temperature and the reference 
pressure, respectively. 

Heat Transfer Through the Condensing Film. The vapor 
generated in the evaporator will be condensed in the condenser 
region due to the phase-change driving force, and the condensate 
in the thin film region will flow into the corners due to the surface 
tension. Because the film thickness in the condensing film region 
is very thin compared with the meniscus thickness in the corners, 
most of the condensing heat transfer will occur in the thin film 
region as shown in Fig. 1. In this region, the Reynolds number of 
the condensate is very small, hence the inertial terms can be 
neglected and based on conservation of momentum in the thin film, 
the pressure drop due to the viscous flow can be found as 

dp jc 
dsr 

ft • R e «^ i 
•qe(scy 

dsc 

2&lp, 
(22) 

For the steady-state condensation process of the thin film, the 
pumping pressure head should be equal to the pressure drop, i.e., 

ft • Re8cl^ 
dK _ -o 
dsn 

qc(sc)
 + 

dsr 

2KP, 
(23) 

where sc is the average length of the condensing film region. Since 
the corners with the 120-deg angles play only a small part in 
pumping the working fluid along the axial direction of the micro 
heat pipe, it is assumed that these regions have no effect on the 
capillary flow along the axial direction from the condenser to the 
evaporator. Therefore, the flow regions of interest in this micro 
heat pipe are those with an angle of 60 degrees, and the average 
condensing length can be found by 

sc 

*tot 

IN 
(24) 

where sm is the total length of the thin condensing region and N is 
the number of the corners which are used to pump the working 
fluid from the condenser to the evaporator. The boundary condi­
tions required for solving Eq. (23) can be given as 

dbc 
K=0; - 7 - = 0; at sc = 0 

dsc 

K = K,. at sr = sr (25) 

where Kc is the curvature of the condensing film in the corner 
regions. 

The Capillary Flow Along the Corner Regions. In order to 
calculate the heat transfer through the evaporating and condensing 
film, the meniscus radii at the evaporator and the condenser, which 
are directly related to the heat transport capability in a micro heat 
pipe, must be determined. Since the heat transport capability in the 
micro heat pipe has been shown to be limited by the capillary 
pumping force, the successful operation of micro heat pipes re­
quires that the capillary pumping pressure be greater than the sum 
of all the pressure drops occurring in the flow path, i.e., vapor 
pressure drops, liquid pressure drops including the vapor-liquid 
frictional interaction, and gravitational pressure drop. Based on 
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this principle, Ma and Peterson (1998) developed an analytical 
model to determine the heat transport in a micro heat pipe as 

1 = • — Ap„ - pigL sin ip 

2 C 1 ( C * C 2 r a ^ . ) V A 
(26) 

where the raf,e and rcapc are the average capillary meniscus radii of 
curvature occurring in the evaporator and condenser, respectively. 
If the heat transfer is given, the meniscus radius at the evaporator 
can be found from Eq. (26), while the meniscus radius in the 
condenser can be approximated based upon the groove geometry. 

Based on the corner region shape shown in Fig. 1, the coeffi­
cients, C, and C2 can be determined by 

C, 
• • ! ' 

cos a cos (4> — d) — [sin2 4> ~ cos2 a sin2 (<f> — 6)]° 
cos (a + <f>) dB 

(27) 

Q — 
2 cos (a + 4>) sin 4> 

2 * 

[cos a cos (</> — 6) 

- [sin2 <f> - cos2 a sin2 (0 - 6)]°-5]2dd. (28) 

The effective length, Lclf, can be found as 

rhdz rhdz 

Leff ~~ - + La + • (29) 

Since the length of the evaporator and the condenser were both 
equal to 12.7 mm, which is much shorter than the length of the 
adiabatic section, a uniform heat flux distribution, similar to that 
used previously by Babin et al. (1990) and Wu and Peterson (1991) 
was assumed. The effective length Lef( yields 

(30) 

From Eqs. (27) and (28), it can be found that C, and C2 depend 
not only on the channel angle, but also on the apparent contact 
angle. The contact angle at the evaporator can be calculated from 
the film thickness variation obtained by solving Eq. (1). The 
contact angle at the condenser was assumed to be zero due to 
condensation. The contact angle in the adiabatic region will vary 
with the length from the value obtained in Eq. (1) in the evaporator 
to zero in the condenser. In order to simplify the model and 
calculate the values of C, and C2, an average value for the contact 
angle was used. 

Because the vapor flow has an important effect on the capillary 
heat transport in a micro heat pipe, the term, / , • Re,,.,., must be 
considered in analyzing the vapor flow effect. Using the analytical 
method presented by Peterson and Ma (1996b), the value of/, • 
Re,,, with the vapor flow effect can be found. 

The coefficient C* can be found to be 

- i ( - £ K i + (31) 

From Eq. (31) it can be shown that when the heat transfer is 
different, the cross-sectional area of liquid flow will vary resulting 
in a variation of C*. Obviously, when there is no heat load in the 
evaporator, the coefficient, C*, will be equal to unity for i// = 0 or 
g = 0. With increased heat transfer, the value of C* will increase, 
and when the heat transfer in the micro heat pipe reaches a 
maximum, the value of C* will be maximized, where the mini­
mum meniscus radius in the micro heat pipe can be determined as 

evaporator adiabatic 
31.6 

section 

22.9 

condenser 
12.7 

TCI TC2 TC4 TC5 

TC1-TC6 Thermocouples 
unit: mm 

Fig. 3 Micro heat pipe dimensions and thermocouple positions 

3a 

+ A/?„ + p,gL sin iji 

(32) 

(Ma and Peterson, 1998) and the maximum meniscus radius in the 
condenser can be found from the geometric shape of the micro heat 
pipe. After the maximum value of C* was found, other values of 
C* can be approximated by a linear assumption corresponding to 
the heat transported by the micro heat pipe. 

Experimental Apparatus and Procedure 
In order to find the temperature variation along the micro heat 

pipe and the heat transport capability in a micro heat pipe exper­
imental investigations have been conducted. The experimental 
system (Szeto, 1992) consisted of a test section including a micro 
heat pipe, two constant temperature cooling baths, a power supply, 
and a data collection system. The micro heat pipe was made of 
silver, and was 57 mm long with a trapezoidal cross section as 
shown in Fig. 1. The micro heat pipe was charged with 0.0032 
grams of ultrapure deionized water. This micro heat pipe was 
identical to the micro heat pipes tested by Wu and Peterson (1991). 
The aluminum cooling block provided a 12.7-mm long constant 
temperature condenser. The nichrome heater, constructed from 0.8 
mm X 0.0254 mm nichrome ribbon, covered a 12.7-mm length of 
the evaporator. Six Omega TT-K-36 SLE 36 AWG teflon insulated 
chromel-alumel thermocouples were used to monitor the temper­
ature profiles along the heat pipe. As shown in Fig. 3, one ther­
mocouple was attached to the condenser, two thermocouples were 
located in the adiabatic section between the evaporator and con­
denser, and three thermocouples were placed in the evaporator 
section. Detailed dimensions are shown in Fig. 3. 

Prior to the start of the experiment, the system was allowed to 
equilibrate and reach steady-state such that the desired condenser 
temperature was achieved and a uniform temperature distribution 
with no heater power input was observed throughout the heat pipe. 
At this point, the data acquisition program was initiated and the 
system recorded the steady-state temperatures with no power to the 
heater. After five seconds, power was supplied to the heater at a 
preset interval for three minutes, at which time the power was 
turned off and the test section was allowed to cool down for 17 
minutes prior to the next test cycle. Three minutes was selected as 
the time required for steady-state operation based upon previous 
results obtained by Wu and Peterson (1991), which showed that 
steady-state operation occurred within 90 seconds of the onset of 
heater operation. Throughout the test program, the power supplied 
to the heater was increased in 0.025 W increments between 0.025 
and 0.5 W. The temperature variations measured by the six ther­
mocouples were sent directly to a personal computer along with 
the voltage and current to the heater. The steady-state temperature 
of each thermocouple as a function of input power for a given 
condenser temperature could then be obtained. 

Results and Discussion 
The completed mathematical model used to predict the temper­

ature distribution along the micro heat pipe and the overall heat 
transfer consisted of a third-order ordinary differential equation 
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Fig. 4 Curvature variation in the thin film region 

shown in Eq. (1) for the micro thin film region, Eqs. (10) and (16) 
which govern the macro film region, Eq. (26) for the capillary flow 
along the axial direction, and Eq. (23) for the condensing heat 
transfer in the condenser. For a given temperature difference, T„ — 
T,„ the film thickness variation and heat flux distribution in the 
evaporating thin film region can be found from Eq. (1), along with 
the curvature of the meniscus in the thin film region, which can be 
determined as shown Fig. 4. From Fig. 4 it is apparent that with the 
increased film thickness, the curvature of the meniscus increases 
sharply. Since the curvature of the meniscus in the macro region of 
the triangular cornered groove in the micro heat pipe was constant 
if the heat transfer rate and operating conditions were constant, the 
variation of the meniscus curvature in the film would be limited to 
\lre, where re is the meniscus radius in the evaporator. Therefore, 
in the current investigation, it was assumed that when the meniscus 
curvature calculated from Eq. (1) was larger than the meniscus 
curvature in the evaporator, the meniscus curvature was assumed 
to be constant and equal to the meniscus curvature in the evapo­
rator. 

As discussed previously, when the film thickness is very thin the 
disjoining pressure plays an important role, and the film thickness 
variation will be governed by Eq. (1) as the dot-dash line shown in 
Fig. 5. With increases in the film thickness the disjoining pressure 
effect decreases and becomes so small that it can be neglected. 
Equation (1) cannot continue to function for the film thickness 
variation in the macro film region, or it may result in an overpre-
diction of the evaporating heat transfer and will not predict the true 
film thickness variation in the macro film region due to the groove 
shape and surface tension. The film thickness variation will be 
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Fig. 5 Thin film thickness variations and interface temperature profile 

governed by Eq. (10) where the constant meniscus curvature was 
assumed and the actual contact angle approaches the apparent 
contact angle. Obviously, if the film thickness variation including 
the evaporating thin film region was governed by Eq. (10) de­
scribed by Khrustalev and Faghri (1995), the film thickness will 
vary as the short-dash line shown in Fig. 5. It is not possible here 
to completely predict the film thickness variation and the effect on 
the heat flux distribution and interface temperature profile near the 
interline region. Therefore, in this analysis the film thickness 
variation will be assumed to be governed by the combination of 
Eqs. (1) and (10) as the solid line shown in Fig. 5. From Fig. 5, it 
can be found that with the increase of the thin film thickness, the 
interface temperature decreases and approaches a constant value 
where the film thickness is governed by Eq. (10). 

The temperature distribution along the micro heat pipe is de­
pendent on the heat transfer which will determine the film thick­
ness distributions and temperature profiles in the evaporator and 
condenser; however, the film thickness profiles and temperature 
distribution are related to the heat flux rate and heat transfer. For 
this reason, an iterative approach was used to determine the heat 
transfer and temperature distribution along the micro heat pipe. 
The detailed procedure for the temperature distribution along the 
micro heat pipe was based on the following steps: 

1 Solve Eq. (26) based on a given heat transfer and assumed 
contact angle, and the average meniscus radius in the evaporator 
can be found. 

2 Using this meniscus radius and a given heat transfer, Eq. (1) 
can be solved by a Runge-Kutta method in order to find the 
evaporating thin film thickness variation, the temperature drop 
occurring in this thin film, the heat flux distribution, and the 
contact angle (Ma and Peterson, 1997c). 

3 With the contact angle calculated from step 2, Eqs. (10) and 
(16) can be solved and the heat flux distribution and temperature 
profiles in the macro film region can be found. 

4 Using the film thickness variations obtained from steps 1 
and 2, the contact angle can be calculated. If this contact angle is 
different from the contact angle assumed in Eq. (26), go back to 
step 1 with the new contact angle. Repeat the calculation until the 
converged results are obtained. 

5 Solve Eq. (21), and the temperature drop occurring in the 
vapor flow path can be determined. Based on the calculation, this 
term is very small and can be neglected. 

6 Solve Eq. (23) and the condensing film thickness and the 
temperature drop occurring in the condenser can be found. 

Using the procedures outlined here, the heat transfer through the 
liquid film regions and temperature profiles as a function of heat 
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Fig. 6 Isotherms in the macro liquid film region (temperature difference 
between two isotherms: AT = 0.05 K) 

transfer can be obtained. Figure 6 shows the temperature distribu­
tion in the macro liquid film region, and it can be shown that most 
of the heat will pass through the thin film region. Figure 7 illus­
trates quantitatively the heat transfer ratio passing through the thin 
film region. It can be concluded, therefore, that the key to increas­
ing the evaporating heat transfer is to increase the evaporating thin 
film regions. 

Since the temperature drop from the evaporator to the condenser 
is strongly affected by the actual application and the maximum 
heat transfer transported by a micro heat pipe, the temperature 
drops as a function of the heat transfer have been investigated 
experimentally and theoretically. The experimental results pre­
sented in Figs. 8(a) through 8(c) were obtained from the experi­
mental system and procedure discussed previously. The various 
points shown in Figs. 8(a) through 8(c) illustrate the steady-state 
temperature distribution at condenser temperatures equal to 40°C, 
50°C, and 60°C. Examining Figs. 8(a) through 8(c), it can be seen 
that the temperatures of the thermocouples TCI, TC2, and TC3 
shown in Fig. 3 increase slowly at low power levels. With in­
creased input power the area around thermocouple TCI first began 
to dry out and the temperature of thermocouple TCI rose sharply. 
Small increases in input power resulted in dramatic temperature 
increases. When the input power was continuously increased, the 
temperature of TC2 started to increase sharply as did the temper­
ature of TC3. After the dryout front had reached thermocouple 
TC3, and the entire evaporator section had dried out, some regions 
of the adiabatic section acted as the evaporator, and the overall 
effective length of the heat pipe was reduced. Consequently, the 
overall heat transport capacity of the heat pipe was reduced. 
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Fig. 8 Temperature variation along the micro heat pipe at the operating 
temperature of (a) 40°C; (b) 50°C; and (c) 60"C 

During heat pipe operation, the temperature of the thermocou­
ples in the adiabatic section and condenser, i.e., TC4, TC5, and 
TC6 remained fairly constant and experienced only small temper­
ature increases with corresponding increases in input power. Be­
cause the temperature drops from the evaporator to the condenser 
predicted by the current model were based on the average value in 
the evaporator, the average values of TCI, TC2, and TC3 were 
taken and plotted as the solid scatted diamonds. As shown, these 
are in good agreement with the predicted values. In addition, the 
current model can predict the capillary heat transport capability in 
the micro heat pipe and also demonstrates good agreement with the 
experimental data shown in Fig. 9. 
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The total heat transfer and the maximum heat flux level for the 
micro heat pipe evaluated here was less than 1.6 W/cm2 resulting 
in the temperature drops shown in Figs. 8(a) through 8(c). How­
ever, when the heat flux continues to increase and reaches a very 
high level, the capillary pumping ability increases significantly and 
does not present a limitation to the heat transport capability. In 
order to find the temperature drop as a function of this high heat 
flux, the following assumptions must be made to avoid the capil­
lary heat transport limitation: (a) the heat pipe has the same 
geometric shape shown in Fig. 1; (b) the meniscus radius of the 
liquid film in the evaporator is assumed to be constant and equal to 
0.00035 m; (c) the nonevaporating film thickness was assumed to 
be constant and equal to 10" m since as the heat flux increases, the 
temperature difference between the wall temperature and vapor 
temperature increases which results in an unconverged solution of 
Eq. (1) if the nonevaporating film thickness was obtained using Eq. 
(8); (d) other boundary conditions are the same as previously 
stated. Using the current model, the temperature drop can be found 
and plotted in Fig. 10. As indicated in Fig. 10, the temperature 
drops are very high, even with a relatively low heat flux level, and 
the temperature drops occurring in the evaporator are larger that 
those in the condenser. It can be concluded that the micro heat pipe 
investigated in this paper cannot transfer high heat flux with low 
temperature drops, i.e., this kind micro heat pipe cannot obtain low 
effective conductivity. In order to increase the total heat transfer 
capability in a micro heat pipe, new designs must be developed 
which maximize the thin film region. 

Conclusions 
A detailed mathematical model for predicting the temperature 

drops as a function of heat transfer and the heat transport capability in 
a micro heat pipe has been developed. This model includes an equa­
tion that governs the fluid flow and heat transfer in the evaporating 
thin film region; the analytical solution for the two-dimensional heat 
conduction equation governing the macro evaporating film region; the 
effects of the vapor flow on the liquid flow in the micro heat pipe; the 
flow and condensation of the thin film caused by the surface tension 
in the condenser; and the capillary flow along the axial direction of the 
micro heat pipe. In this investigation, the evaporating film variation 
was effectively connected by Eq. (1) governing the micro thin film 
region where the disjoining pressure plays a very important part and 
Eq. (10) governing the macro film region due to the triangular groove 
limitation and surface tension. 

The results obtained from this model indicate that the temper­
ature drop occurring in the evaporator is considerably larger than 
those occurring in the condenser, and with increases in the input 
power, both temperature drops increase. In order to verify the 
model presented here, an experimental investigation to predict the 

0.40 

0.35 

g, 0.30 

S3 

1 0.25 
IH 

3 0.20 

0.15 

0.10 

A 

_ 

A ^ -^~--~* 

Theoretical 
* Experimental 

i 

. 

f? 

o. o 

tu
i 

F 
k p, 
H 

30 

25 

?0 

15 

10 

5 

0 

; Evaporator 
I Condenser 

. 

-

3 4 5 6 7 

Heat Flow Rate (W/cm*) 

10 

35 40 45 50 55 60 

Operating Temperature <° C) 

Fig. 9 Heat transport as a function of operating temperature 

Fig. 10 Temperature drops in the evaporator and the condenser 

temperature variation as a function of the heat transfer was con­
ducted, and good agreement was obtained. Using this model, it is 
clear that as the heat transfer level increases, the temperature drop 
between the condenser and the evaporator increases significantly. 
As a result, it can be concluded that the micro heat pipe investi­
gated here cannot transfer high levels of heat flux. This work will 
lead to a better understanding of the heat transfer capability and 
temperature variation occurring in micro heat pipes. 
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Heat Transfer of Sprays of 
Large Water Drops Impacting 
on High Temperature Surfaces 
Experiments were performed to evaluate the heat transfer of monodisperse sprays of large 
droplet diameters, ranging from 3 to 25 mm, on high temperature surfaces. This range of 
drop sizes has not previously been studied, and it was of interest to determine their heat 
transfer characteristics and how they relate to sprays of smaller drops. Parametric tests 
showed that the spray heat flux depends on mass flux with a power-law relationship, and 
that spray effectiveness, which relates the actual spray heat transfer to the maximum heat 
transfer potential, varies with d~m. There was no discernible relationship between the 
heat transfer and droplet velocity. These results agreed favorably with published results 
for smaller droplets. The current data was compared to previous tests with smaller 
droplets using the droplet Reynolds and Weber numbers. This analysis showed some 
grouping, with a marked separation at We = 80, where the dynamic behavior of droplets 
has been shown to change for nonwetting impaction. 

Introduction 
Liquid spray cooling is used extensively in industrial processes. 

In applications involving stationary, slow moving, or vertical 
surfaces, disperse sprays, arrays of scattered liquid droplets, are 
favored for their high heat transfer rates and low water consump­
tion. Industrial sprays are typically polydisperse, producing a 
spectrum of droplet sizes. On horizontal moving surfaces with 
downward impingement, high surface velocities and a water or 
vapor layer prohibit the use of such finely atomized sprays. The 
droplets do not possess enough momentum to penetrate the exist­
ing surface layer. Circular or planar water jets are often used in 
these situations because they have high momentum which can 
penetrate the surface water or vapor layer. However, the effective­
ness of jets—the amount of cooling per amount of water—is small 
compared to disperse sprays. 

One possible alternative to jets is the use of disperse sprays of 
very large droplet diameters, greater than 5 mm. Larger drops may 
provide the momentum necessary to penetrate the water or vapor 
layer while retaining much of the efficiency of a disperse spray. 

There is evidence in the literature that increasing the droplet 
diameter may increase heat transfer for the range of droplets 
diameters studied (Shoji et al , 1984; Yao and Choi, 1987). How­
ever, there is no information for sprays of droplets greater than 3 
mm in diameter. This is because currently available commercial 
nozzles cannot produce such large droplet sizes, and also because 
droplets greater than 5 mm in diameter are hydrodynamically 
unstable (Gunn and Kinzer, 1948). 

The purpose of the current tests are to determine the heat 
transfer characteristics of sprays of large droplets of diameters 
ranging from 3 to 25 mm. In addition to evaluating the heat 
transfer characteristics of these large droplets, it is of interest to 
compare the results obtained to those previously published for 
smaller droplets to determine if existing relationships can be 
extrapolated for much larger droplets sizes. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER and presented at the ASME Thermal Physics Conference, NM. 
Manuscript received by the Heat Transfer Division, Mar. 2, 1998; revision 
received, Dec. 21, 1998. Keywords: Droplet, Heat Transfer, High Temperature, 
Thermophysical, Two-Phase. Associate Technical Editor: J.-C. Han. 

Background 
Heat transfer from an upward-facing horizontal surface to a 

subcooled impinging drop or spray has been widely studied for 
small droplet sizes. However, there is no heat transfer data for 
droplet diameters greater than 3 mm. 

For small droplets, the heat transfer effectiveness has been 
predicted by Bolle and Moreau (1982), Labeish (1994), and 
Inada and Yang (1994) to vary as the inverse of the square root 
of droplet diameter. Bernardin and Mudawar (1997) predict that 
the effectiveness varies as d~0061 for dilute sprays. It is of 
interest to clarify this relationship for very large droplet diam­
eters. 

Additionally, the mass flux has been shown by Mizikar (1970), 
Bolle and Moureau (1982), and Choi and Yao (1987) to have a 
strong relationship to the heat transfer. They suggest that the heat 
flux varies as G", with values of n ranging from 0.556 to 1.0. 
Bernardin and Mudawar (1997) show an inverse effect, with spray 
effectiveness varying as G^0'736. 

There is also disagreement in the literature as to the effect of 
droplet velocity on the heat transfer effectiveness. Pederson (1970) 
noticed an increase in effectiveness with velocity for tests on 
single droplets for velocities up to 10 m/s and Weber numbers up 
to 550. Labiesh (1994) predicted that the heat transfer should 
decrease with increased velocity for We > 100. Bernardin and 
Mudawar (1997) also showed a decrease in effectiveness for single 
droplet streams of Weber numbers between 3.4 and 124. Shi et al. 
(1993) observed mixed velocity effects, noting an increase in 
effectiveness with velocity below 350°C, but detecting a decrease 
above the wetting temperature. The velocity for their tests ranged 
between 0.5 and 2 m/s, corresponding to Weber numbers of 13 to 
200. 

Other parameters such as test specimen material and surface 
roughness have also been shown to influence spray heat transfer 
(Labeish, 1994; Bernardin et al, 1997). However, the effects are 
secondary in nature, and the primary focus of these experiments 
are to determine the effects of spray parameters on the heat 
transfer. 

Lacking from the literature is the presentation of data with 
dimensionless parameters such as Reynolds or Weber numbers. 
Also, there has not been a set of parameters presented that corre­
lates the data of several authors and a wide range of spray param­
eters. 
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Fig. 1 Schematic of the experimental apparatus 

Experimental Apparatus and Procedure 
A transient testing method was used to measure the heat transfer 

of the sprays. This test procedure consisted of heating a test 
specimen to a desired temperature away from the influence of the 
spray. After achieving the desired temperature, the heat source is 
removed from the test specimen and the specimen is exposed to the 
liquid spray. The temperature of the test specimen is recorded as it 
cools. Heat flux information is then calculated from the time-
temperature data. 

For these tests, the water spray was placed above the hot test 
surface and the spray impacted vertically downward against the 
specimen. The experimental equipment, shown in Fig. 1, consisted 
of a test specimen (1), a furnace for heating the specimen (2), a 
water supply system (3), a test stand (4), various spray nozzles (5), 
and a data acquisition system (6). This experimental arrangement 
allowed the independent variation of droplet diameter, velocity, 
and mass flux. 

The test specimen was a circular copper disk 190 mm in diam­
eter plated with a 0.075 mm layer of chrome to reduce surface 
oxidation and emissivity. The disk center was elevated 0.25 mm 
and tapered smoothly toward the edges to reduce pooling of the 
water. The bottom was notched near the outer radius to facilitate 
the detachment of water running down the sides. Holes for ther­
mocouples were located at the center, j r, j r, and f r positions to 
detect radial temperature variations. 

An electric muffle furnace was used to heat the test disk. Once 
removed from the furnace, the heated disk was supported by three 
small refractory cones to reduce contact losses. A reservoir below 
the disk collected the spent spray water, which was discharged 
continuously by a small pump. The nozzles were mounted above 
the test stand on an adjustable platform, and the droplet velocity 
was varied by changing the height of the platform above the test 
disk. 

The droplet diameters produced from each of the three different 
nozzles ranged between 3 and 25 mm. This was measured by 
capturing a known number of drops in a container, measuring the 

u 

b 
a. b. c. 

Fig. 2 Nozzles used to generate droplets of various diameters 

total volume, and converting that value to an average droplet 
diameter. This method was accurate to within five percent, and the 
droplet diameter was also verified photographically. 

To produce the large range of droplet sizes for the experiments, 
three different types of nozzles were used. A minimum droplet size 
of 3 mm was chosen in order to overlap existing data. These 
droplets were produced with an array of inverted 18-gauge hypo­
dermic needles with an outside diameter of 1.24 mm (Fig. 2(a)). 
The nozzles were staggered from row to row and were spaced 16 
mm apart. The needles produced consistent drop sizes which 
varied with flow rate between 2 and 3 mm in diameter, with the 
larger drops being produced at the lower flow rates. 

Intermediate drop sizes of 7 to 9 mm were generated using 
surface tension effect nozzles (Fig. 2(b)). Water collected on 
downward facing circular surface, and droplets were formed from 
the surface tension of the liquid. Data from Harkins and Brown 
(1919) indicated that the maximum drop size that could be pro­
duced by this method was around 9 mm in diameter using a 25-mm 
diameter surface. The nozzle surface was roughened using 20-grit 
sandpaper to increase the surface tension. Tests indicated that these 
nozzles produced uniform droplet diameters consistently individ­
ually and between nozzles. Drop sizes for these nozzles also varied 
with the flow rate from 7.7 mm to 9.7 mm, with the diameter 
decreasing with increasing flow rate. 

A pulsing technique was used to generate drops from 12 to 25 
mm in diameter. Pressurized water (5-40 psig) was supplied to a 
solenoid valve, which was pulsed open using a frequency gener­
ator and electronic relay. As the solenoid opened, a volume of 
water discharged upwards at a small angle (<15 deg) to the 
vertical (Fig. 2(c)). The water pressure, pulse duration, and fre­
quency were varied to adjust the flow rate and droplet diameter. 
The pulse duration was 10 ms for all tests and the frequency varied 
between 0.5 and 1.5 Hz. Because of the high volume of each of 
these large drops, the number of nozzles was small. For the 12 mm 

Nomenclature 

cp = specific heat (J/kg/K) 
d = droplet diameter (m) 
G = liquid mass flux (kg/m2/s) 
h = height of nozzle above test disk 

(m) 
A/i„= latent heat of vaporization (J/kg) 

q = heat transfer rate (W) 
q" = heat flux (W/m2) 
P = liquid pressure (psig) 

Re = droplet Reynolds number {pvdl\x) 
T = Temperature (K) 
v = droplet velocity (m/s) 
V = volumetric flow rate (mVs) 

We = droplet Weber number (pv2dl&) 

Greek 

e = heat transfer effectiveness 
/i = dynamic viscosity (kg/m/s) 

p = density (kg/m ) 
cr = surface tension (N/m) 

Subscripts 

/ = property of liquid phase 
L = characteristic length 

sat = liquid saturation properties 
v = property of vapor phase 

w = conditions at target surface 
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Fig. 3 Droplets produced by the various nozzles, v = 3 m/s, (a) nozzle: 
Fig. 2(a), d = 3 mm, (b) nozzle: Fig. 2(b), d = 8 mm, (c) nozzle: Fig. 2(c), 
tube dia. = § in., d = 13 mm, (d) nozzle: Fig. 2(c), tube dia. = \ in., d = 18 
mm (scale divisions in photo are ^ in.) 

drops, two | in. tubes were used, and a single j in. tube produced 
the 20 and 25 mm drops. 

Figure 3 shows photographs of droplets generated by the various 
nozzle configurations. It can be seen in Fig. 3(a, b) that the 3 mm 
and 8-mm droplets are nearly spherical. However, the 12 and 
20-mm drops (Fig. 3(c, d)) formed a slug of fluid that varied in 
shape during their flight, with a few small drops trailing the large 
one (the ancillary droplets observed in the photographs are liquid 
on the scale). 

The stability of the pulsed drops varied with pulse duration and 
frequency, water pressure, and nozzle angle. A 5 to 10-deg angle 
from vertical, longer pulse duration, high frequency, and moderate 
water pressure (—20 psig) produced the most coherent drops. 

The large droplets displayed similar impaction behavior as 
smaller droplets. For surface temperatures above the Leidenfrost 
point and very low Weber numbers (<80), the 3-mm and 8-mm 
diameter droplets would impact the disk, rebound, and float on the 
surface until they forced off by other impacting droplets. Weber 
numbers less than 80 were not achievable for the larger droplet 
diameters. Above Weber number of 100, the droplets would break 
up upon impact. The resulting smaller droplets would scatter along 
the surface, with some collisions between secondary droplets. 

The disk temperature was measured at four points along its 
radius using 1-mm diameter stainless steel sheathed type K ther­
mocouples. Temperature measurements were recorded on a per­
sonal computer equipped with a data acquisition card coupled to a 
thermocouple input board at a rate of 2 Hz. The surface temper­
ature for the tests was between 400°C and 700°C to insure non-
wetting conditions. 

The velocity of the drops was varied by changing the height of 
the nozzle above the test surface, and allowing the droplets to free 
fall to the target. The height of the nozzle was varied between 2 cm 
and 2.75 m producing velocities between 0.6 and 7.3 m/s. Droplet 
Weber numbers between 15 and 11,000, and droplet Reynolds 
numbers between 2000 and 150,000. 

The velocity was calculated as the free fall velocity, which is 
accurate to within three percent for the large droplet diameters and 
low velocities used. Accuracy of the height measurement was 
proportional to the height. Small velocities (<1 m/s) are accurate 
within 15 percent, while higher velocities are accurate to five 
percent. 

Flow rates for the tests ranged from 240 ml/min to 940 ml/min 
+ / - 5 percent of the indicated value, corresponding to mass fluxes 
of 0.137 through 0.53 kg/m2/s. The upper surface area of the test 
disk was used to calculate the mass flux. 

Parametric studies to determine the effects of mass flux, droplet 

velocity, and droplet diameter used a polished chrome plated disk 
and tap water. For these tests, a base case of h = 1.37 m (v = 5.2 
m/s), flow rate = 650 ml/min (G = 0.37 kg/m2/s), and d = 8 mm 
was used. 

A second series of tests was performed to increase the data base, 
clarify trends observed in the first tests, and to confirm the accu­
racy of the original data. For these tests, the mass flux was held 
constant at 0.37 kg/m2/s and only the droplet diameter and velocity 
were varied. A high purity, hard chrome plated disk and distilled 
water was used in this series of tests. The distilled water was 
supplied by a pump and reservoir system that could supply 1.5 
liters per minute at up to 40 psig. For both systems, the water 
temperature was a constant 23°C. 

Data Analysis 
The temperature at each thermocouple location was assumed to 

be constant through the thickness of the disk. A one-dimensional 
analysis showed that there is only a 2.5°C (or one percent) tem­
perature difference through the disk for the range of heat fluxes 
encountered. Radial variations in temperature in the disk were 
converted to an average temperature of the disk by area weighting 
the individual thermocouple readings. The radial temperature dif­
ference across the disk was within three percent of the average disk 
temperature for all but the largest drop size. 

Thermocouple errors were minimized by inserting grounded 
thermocouples into the test disk from the surface opposite the 
spray, and by press-fitting the thermocouples into the holes to a 
depth of 1.5 mm below the impingement surface. Because of the 
reduced heat flux in the film boiling temperature regime for the 
spray, the temperature error for this configuration is expected to be 
within five percent of the local value. 

Total temperature error is estimated by taking the square root of 
the sum of the squares of the individual errors. This provides an 
overall temperature error estimate of six percent in the film boiling 
regime. 

The averaged temperature data was smoothed in time using a ten 
point moving average filter. The heat content of the disk was 
computed for each time step, and this value was numerically 
differentiated using a four point, fourth-order accurate differenti­
ation scheme to obtain the total heat transfer rate. 

To determine the heat transfer due to the spray alone, the 
contribution of radiation and natural convection was subtracted 
from the measured heat flow. Calibration tests with no spray 
applied were performed periodically to evaluate the influence of 
radiation and free convection. For these tests, natural convection 
was determined for both the upper and lower surfaces. When the 
spray was applied to the top surface, only the contribution due to 
the lower surface was included in the correction. Because the disk 
was thin, convection from the sides was neglected. 

Radiation heat loss was approximated as gray body radiation 
emanating from the entire surface area of the disk. Bolle and 
Moureau (1982) indicated that the decrease in participating surface 
area due to the presence of the spray is negligible. Emissivity was 
used as the variable for calibration, and the contribution from free 
convection was assumed to follow the results of Fuji and Imura 
(1972). Because this correction was calibrated experimentally on a 
daily basis, it is predicted to be within five percent of the actual 
value for the test date. Combining the uncertainty for temperature 
with that of the heat flux correction, a total expected error in the 
heat flux measurement is predicted to be eight percent. 

The polished chrome disk had an initial emissivity of 0.2. 
However, as testing proceeded, the emissivity increased to 0.4 due 
to oxidation of the surface. Aging effects were also observed with 
the high alloy chrome-plated disk, with its emissivity increasing 
from 0.4 to 0.66. Each set of spray data was corrected using the 
emissivity measurement for the test date. 
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Fig. 4 Typical cooling curves for heat transfer tests 

Parametric Results 
Figure 4 shows cooling histories of typical spray tests. At high 

surface temperatures, where film boiling is dominant, the heat flux 
decreases only slightly with decreasing temperature. Just before 
wetting, the heat flux experiences a minimum at the Leidenfrost 
point. As the surface begins to wet, there is a sharp increase in the 
heat flux which reaches a maximum, and the surface quenches 
rapidly. Interestingly, the quenching of the surface occurs at a 
slightly higher temperature for the 20 mm drops than for the 
smaller diameters, and has a more gradual transition. 

The variation of heat transfer with mass flux for constant droplet 
velocity and diameter is shown in Fig. 5, which shows that the heat 
flux increases with increasing mass flux. Many authors have noted 
a similar correlation between the heat flux and the mass flux for 
smaller droplets. Mizikar (1970) observed a linear relationship 
between q" and G for poly disperse sprays of 0.86-mm diameter. 
Bolle and Moureau (1982) and Choi and Yao (1987) suggest that 
q" varies as G"(n < 1), with values of n ranging from 0.556 to 
0.95 for droplets between 0.11 mm to 0.56 mm. Figure 5 suggests 
that for 8-mm drops at 5.2 m/s, n = 0.75, which falls within the 
range of published values of n. A single fit of the data from 400°C 
to 600°C provides a prediction accurate to + / - 10 percent of the 
data, which is within the range of uncertainty for the data. 

The spray heat transfer effectiveness is given by Eq. (1): 

(1) G[Ahv + cp,,(Tmt - rspray) + c„,„(r„ - r s j ] ' 
This parameter relates the amount of heat removed by the spray to 
the total heat removal capacity of the liquid. The advantage of this 
form of presentation is that it removes some ambiguity as to the 
appropriate area to use when presenting area dependent quantities 
such as heat or mass flux. It is seen in Fig. 5 that the heat transfer 
effectiveness decreases with increasing mass flux. Based on the 
uncertainty of heat flux, mass flux, and surface temperature, it is 
predicted that the values of effectiveness are within 12 percent of 
actual values. 
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Fig. 6 Effect of droplet diameter on effectiveness 

Data on the influence of droplet diameter on effectiveness (Fig. 
6) showed a decrease in effectiveness for increasing the droplet 
diameter. This is in agreement with the predictions of the afore­
mentioned authors who suggested that for smaller droplets the 
effectiveness decreases with droplet diameter as e « \l\Jd. 

Figure 7 indicates the variation in effectiveness due to droplet 
velocity. The slight variation in effectiveness with droplet velocity 
is less than the range of experimental error. Hence, no accurate 
interpretation of the data is possible. 

Because the parametric tests indicated that the larger drops 
behaved similarly to previously studied small drops, it was of 
interest to see if results from the large droplets tests could be 
directly correlated to those from small droplet studies. For this, 
data was collected from various authors (Yao and Choi, 1987, 
Choi and Yao, 1987, Ito et al., 1991, Shoji et al., 1984) covering 
a wide range of test conditions, including single droplet streams, 
monodisperse sprays, and polydisperse sprays. The range of spray 
parameters included mass fluxes of 0.016 to 2.05 kg/m2/s, droplet 
velocities of 0.6 to 7.3 m/s, and droplet diameters of 0.13 to 1.33 
mm. 

To promote comparability, all heat transfer data was taken at 
400°C. Additionally, the data of Shoji et al. (1984) was corrected 
using the results of Deb and Yao (1989) to account for the 
geometry of their test which eliminated the effects of secondary 
droplet impaction. 

When the liquid and surface temperatures are constant, the two 
most significant nondimensional parameters are the droplet Weber 
number and Reynolds number. The Weber number relates the 
importance of surface tension effects to heat transfer behavior 
through the spreading dynamics of the droplet on the surface. The 
droplet Weber number has been shown (Wachters and Westerling, 
1966) to play a large role in the dynamic behavior of droplets 
impacting high-temperature surfaces. It is of interest to determine 
if the Weber number also influences the heat transfer characteris­
tics of the spray. 

Figure 8 indicates the relationship between droplet Weber num-
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Fig. 7 Influence of droplet velocity on effectiveness 
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ber and heat transfer effectiveness. In general, the effectiveness 
decreases with increasing We, with a jump at around We = 80. 
This is the same Weber number value that Wachters and Wester-
ling relate to a change in the dynamic behavior of a droplet as it 
impacts a nonwetting surface. This phenomenon may be caused by 
the repeated strikes of rebounding droplets at low We and the 
breakup and dispersal of drops with a higher Weber numbers. It 
may also be due to the increased liquid/surface contact time 
resulting from lower droplet velocity. 

The large scatter of the current data at lower We is characteristic 
of the larger uncertainty present at lower velocities. Uncertainty in 
the Weber number for We < 100 is near 25 percent, while it is 
only nine percent at higher We. 

The droplet impaction behavior has also been shown to be 
influenced by the liquid viscous forces (Scheller and Bousfield, 
1995). The droplet Reynolds number (denned using the liquid 
viscosity) is representative of the importance of viscous effects in 
the droplet impaction. 

The comparison between droplet Reynolds number and spray 
effectiveness in Fig. 9 depicts a similar trend to the Weber number 
results in Fig. 8. The data is somewhat ordered on either side of a 
Reynolds number of about 1100. It is expected that this graph 
should be similar to the graph of We because, for a given liquid 
and subcooling, both parameters are dependent only on the droplet 
diameter and velocity. 

Conclusions 
Tests were performed to evaluate the heat transfer characteris­

tics for a range of large drop sizes not previously analyzed in the 
literature. Droplets sizes ranging from 3 to 25 mm were studied, 
and a method of producing droplets of very large diameter, up to 
25 mm, was demonstrated. 

Parametric tests showed that the heat transfer for sprays of large 
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droplets is most dependent on spray mass flux. This power-law 
dependence agrees with the results in published literature for 
smaller droplets, and the exponent is expected to vary with droplet 
diameter, velocity, subcooling, and surface temperature. 

It was also observed that spray heat transfer effectiveness for 
large droplets varies with d~'n. This, too, matches published 
results for smaller drops. 

The effects of droplet velocity were also investigated. However, 
there was no distinct correlation deducible from the results. Sim­
ilarly, mixed results have been published for smaller droplets. 

The parametric behavior of the sprays of large drops in this 
study is similar to previously published results for sprays of small 
drops. Therefore, it can be concluded that although the large drops 
may not be spherical and constant in shape, the heat transfer 
characteristics of droplets greater than 3 mm in diameter are 
similar to those of smaller, hydrodynamically stable droplets. 

A direct comparison between the current tests of large droplets 
and the results previously published for sprays of smaller drops 
using the droplet Reynolds and Weber numbers showed some 
correlation, with a marked separation at the point We = 80. This 
Weber number corresponds to the one where the dynamic behavior 
of the drops has been shown to change for nonwetting impaction, 
suggesting that the multiple impaction of rebounding droplets and 
longer contact time between the droplet and the surface at low 
Weber numbers increases the efficiency of the spray. 
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Mass, Momentum, and Energy 
Transport in a Molten Pool 
When Welding Dissimilar 
Metals 
Velocity and temperature fields, and shapes of the fusion zone in welding dissimilar metals 
are systematically investigated. Fluid flow in the molten pool is driven by the Marangoni 
force in different directions and magnitudes on the flat free surface. To interpret clearly 
without loss of generality, the three-dimensional quasi-steady welding is simulated by an 
unsteady two-dimensional process. Transport process on the maximum cross section of 
the molten region (or a cross section of the fusion zone) therefore is predicted. Interfaces 
between immiscible dissimilar metals and solid and liquid are, respectively, calculated by 
the volume of fluid and enthalpy methods. The computed results show different flow and 
thermal fields and molten regions of dissimilar metals as functions of dimensionless 
surface tension coefficients, viscosities, melting temperatures, and thermal conductivities 
of dissimilar metals and distinct phases, and beam power, welding speed, and the energy 
distribution parameter. The predicted shapes of fusion zones in welding pure irons, and 
aluminum to iron, agree with the experimental results. 

Introduction 
Weldments are often made from dissimilar metals in order to 

satisfy different requirements for working. A successful weld 
between dissimilar metals possesses sufficient tensile strength and 
ductility so that the joint will not fail. Such joints can be accom­
plished in a variety of different metals and by many of the welding 
processes (Sun and Moisio, 1994). An investigation of transport 
processes and fusion zone shapes by accounting for different 
working parameters and properties between dissimilar metals 
therefore becomes the objective of this study. 

Practically speaking, if there is mutual solubility of the two 
metals, the dissimilar joint can be made successfully (Cary, 1989). 
In some cases, it is necessary to use a third metal that is soluble 
with each other to produce a successful joint. An example is the 
attempt to weld copper to steel, which are not mutually soluble. A 
soluble nickel with both of them therefore is required. If thermal 
expansion coefficients of dissimilar metals are widely different, 
there will be internal stresses set up in the intermetallic zone 
during any temperature change of the weldment. Failure may soon 
occur for an intermetallic zone of extremely brittle. Provided that 
melting temperatures or thermal conductivities of the two metals 
are different, the joint becomes complex. This is because one metal 
will be molten before the other. 

A systematic investigation of welding requires a study of heat 
transfer and fluid flow in the molten pool. Transport processes in 
welding the same metals or alloys in arc, low-power-density elec­
tron (or laser) beam welding have been very well understood 
(Giedt et al, 1984; Kou and Wang, 1986; Zacharia et al., 1989). 
The driving force is Marangoni or fhermocapillary force, which is 
a surface tension gradient force resulting from the variations in 
temperature or solute. Surface tension of pure liquid metals is 
increased by decreasing temperature. In view of a decrease in 
temperature surface flow accompanied with energy transport is 
directed from the center to edge of the pool. The molten pool is 
shallow and wide. On the other hand, a positive surface tension 
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coefficient results in a surface flow from the edge to the center and 
in a narrow and deep molten pool. 

In welding dissimilar metals such as titanium and nickel a 
frozen convection swirling from the poorly mixed liquids of dif­
ferent composition in the pool was observed by Seretsky and Ryba 
(1976). The flow pattern was similar to those obtained by Unger 
(1941) and by Nippes et al. (1950) in their studies of spot resis­
tance welding of Cor-Ten to 18-8 stainless steel and monel to steel. 
In a typical welding the time for completing the welding is around 
0.1 s based on a welding speed of 0.01 m/s and a length of fusion 
zone 0.001 m. Since solute diffusivities of liquid metals are around 
10~9 m2/s, the distance for solute diffusion is 10~5 m, which is only 
a hundredth of the length of the pool. Dissimilar molten metals 
therefore can be considered as immiscible fluids. 

Tinkler et al. (1983) observed that when both steels have the 
same sulfur levels either good penetration (90 ppm) or poor 
penetration (30 ppm) was obtained. Good penetration is referred to 
a fusion zone with a greater depth-to-width ratio. However, when 
samples with different penetration characteristics were welded 
together, the weld pool was displaced toward the material with the 
lower sulfur content. Since sulfur is a surface active element, an 
increase of sulfur content in iron results in a decrease of surface 
tension and an increase of surface tension coefficient from nega­
tive to positive values at a concentration of 70 ppm (Belton, 1976; 
Sahoo et al., 1988; Mills and Keene, 1990). Heiple and Roper 
(1982) first found that the existence of a minor surface active 
element can change the direction of surface flow and the shape of 
the fusion zone. Mills and Keene (1990) therefore interpreted that 
all of these flows operated in the direction from high sulfur to low 
sulfur. This resulted in the transport of hot metal to the low sulfur 
side. The meltback will occur preferentially in the low sulfur steel 
and an asymmetric weld will be produced. The predominance of 
Marangoni flow in the weld pool was also confirmed. Marangoni 
forces can be in different directions and magnitudes in welding 
dissimilar metals. In view of the complexity of the process, a 
systematic investigation of heat transfer and fluid flow in the 
molten pool when welding dissimilar metals is still lacking. 

In this study, velocity and temperature fields and shapes of the 
fusion zone in welding dissimilar metals are predicted. The flat 
free surface is imposed by thermal and solutal Marangoni forces in 
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Fig. 1 Schematic sketch for (a) system model and coordinates, (b) cross section of the fusion zone 

different directions and magnitudes. The unknown interfaces be­
tween solid and liquid and immiscible dissimilar metals are cou­
pled with velocity fields and distinct thermal, physical, and trans­
port properties. The result gives a systematic insight into transport 
phenomena in welding dissimilar metals. 

System Model and Analysis 
Welding dissimilar metals by an incident flux from a low-

power-density electron or laser beam is illustrated in Fig. 1 (a). 
Hence, no cavity is formed in the molten pool (Elmer et al, 1990; 
Wei and Kuo, 1998). A Cartesian coordinate system is fixed on 

metals. The incident flux moves with a constant speed U in the 
negative z-direction. This work extends the unsteady two-
dimensional mode proposed by Paul and DebRoy (1988) by fur­
ther including the effects of welding speed, distinct properties 
between phases, and dissimilar metals. Temperature at a given 
location z = 0 increases and reaches the melting point when the 
beam is approached. After the beam is passed by temperature 
decreases. Unsteady heat transfer and fluid flow at this location 
therefore are determined by considering the incident flux as a 
function of time, the energy distribution parameter, and welding 
speed. Fluid flow in the molten pool is driven by Marangoni force 

Nomenclature 

A = absorptivity 
B = total metal width, B* = B/H, 

as illustrated in Fig. 1 (b) 
Bi = Biot number = hH/ku 

c = specific heat 
c„ — surface tension coefficient, c* 

= cM(Tml - r.)/(ju.,aw) 
D = maximum depth of pool, as 

illustrated in Fig. 1 (b) 
f = volumetric fraction of liquid to 

solid 
F = volumetric fraction of metals 1 

to 2 
g = gravitational acceleration 
G = H3 g/af, 
h = heat transfer coefficient 

hst = latent heat 
h*, = hjh,,, 
H = metal thickness, as illustrated 

in Fig. 1 (a) 
I = sensible heat, /* = II[cls(Tmi 

- r - )] 

k = thermal conductivity, k* = 

p = pressure, p* = /?/f2/(p,a?,) 

Pr = Prandtl number = /X|C,,//ci, 
Q = beam power, Q* = 

Q/[Hku(Tmi - T.)] 
r = radial coordinate, r* = rlH 

St = Stefan number = [cu(TmX -
r.)]/A,„ 

t = time, t* = taJH2 

T = temperature, T* = (T — Tx)l 
(Tml - T.) 

u = velocity component in x direc­
tion, u* = uHlau 

U = welding speed 
v = velocity component in y direc­

tion, v* = vHlau 

W = surface width of pool, W* = 
WIH, as illustrated in Fig. 1 
(b) 

x, y, z = Cartesian coordinate, (x*, y*, 
z*) = (x, y, z)IH, as illus­
trated in Fig. 1 (a) 

Greek letters 

ai, = thermal diffusivity = kul 
(PlC„) 

/3 = expansion coefficient, (3* = 

ix = viscosity, /x* = JU,//J., 
p = density, p* = plpx 
a = surface tension = cr,„ + c„{T 

- T ) 
(jq = energy distribution parameter, 

a* = a„/H 

Superscript 

* = dimensionless quantity 

Subscript 

b — boiling 
/ = liquid 

m = melting 
s = solid 
0 = initial 

1,2 = dissimilar metals, as illustrated 
in Fig. 1 (a) 

oo = ambient 
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Fig. 2 Dimensionless velocity and temperature fields affected by temperature at downstream 

on the free surface, as illustrated in Fig. 1 (b). Widths on the 
surface and maximum depths of molten regions 1 and 2 designat­
ing on the right and left-hand sides are denoted by W, and D , , and 
W2 and D2, respectively. The major assumptions made are the 
following: 

1 Incident flux absorbed by the top surface is of a Gaussian 
distribution. 

2 Unsteady heat transfer and fluid flow vary primarily in the 
x-y planes. Since velocity and temperature fields are calculated on 
the maximum cross section, gradients of transport variables in the 
z-direction are neglected. Although a three-dimensional descrip­
tion can be extended from this work, the two-dimensional model is 
used for a clearer interpretation without loss of generality. Igno­
rance of the temperature field in the z-direction can be examined 
by varying temperatures at a downstream location, as will be 
shown later. 

3 The free surface of the pool is flat. This is confirmed by a 
small capillary number (=c„&.T/am) (Sen and Davis, 1982). In 
welding, typical metals c„ ~ 1CT4 N/m-K, T„,-T* ~ 500 k, cr,„ 
~ 1 N/m. The capillary number yields 0.05. 

4 Evaporation rates are neglected due to experimental data 
provided by DebRoy et al. (1991). 

5 Physical and thermal properties of distinct phases and dis­
similar metals are, respectively, averaged within the temperature 
range considered. 

With the above assumptions, dimensionless continuity, momen­
tum, and energy equations, respectively, reduce to 

2.0E-3 4.0E-4 f=2.0E-4 

0.00 
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Fig. 3 Development of dimensionless temperature T* = 1 during heat­
ing 
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~dt*~ + 

dp*v* 

d 

dy* 

a 
dy* 

d 

dy* 

du* dv* 

dx* dy* 

I du*\ 
p*u*u* - 2Ptp,* j^J 

(du* dv*\ p=W-P r f x*^+~j 

/ du* dv*\ 
p*u*v*-Pr^ — + — j 

dt* 

S / civ* 

dp* 

~~~dy*~ 

k* dl* 

c* dx* 

(1) 

dp* 

Jx* (2) 

p * G [ l - f3*{T* - 1)] (3) 

dp*I* d 

• ^ T + O ^ I P * " * 7 * 

d k* dl* 
+ ^r~z I p*v*I* j -

1 df 
- p*h*, -±- (4) dy* \ r " ' c* dy*j St r " " at* 

Energy Eq. (4) is expressed in terms of the sensible heat defined as 

/* = It + I c*dT* (5) 

Since function/denotes the volumetric fraction of liquid, the term 
on the right-hand side of Eq. (4) becomes a heat sink for a melting 
solid, and vice versa. Dimensionless density, viscosity, thermal 
expansion coefficient, and latent heat in Eqs. ( l ) -(4) are, respec­
tively, defined as 

fp*l p.* 

|3* 
h* 

= F + (1 - F) • 

* 1 Pi 

M? 
(6) 

where function F denotes the volumetric fraction of metal 1 to 
metal 2. For function F = 0 and 1 in a numerical cell, Eq. (6) 
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Fig. 4 Buoyancy effects on dimenslonless velocity, temperature fields, and shapes of molten metals 1 and 2 

represents density, viscosity, the expansion coefficient and latent 
heat of metals 2 and 1, respectively. Provided that 0 < F < 1, 
properties are weighted by two metals coexisting in the cell. 
Thermal conductivity and specific heat in Eq. (4) are defined as 

k* 
= F + ( 1 - F ) (7) 

where thermal conductivities and specific heats of metals 1 and 2 
are averaged between solid and liquid 

[kf 
k% 
cl 

U;J 

i 
k* 

f = / l l 

.C21. 

+ (i -!) 

k* 
K Is 
k* 

r* c U 

r* 
. C 2s. 

(8) 

It can be seen that Eqs. (l)-(4) reduces to conservation equations 
of liquid, solid, metal 1 or metal 2 for/ = 1,0 and F = 1 or 0, 
respectively. Function / can be determined from a weighting of 
latent heat (Brent et al., 1988) while volumetric fraction F is 
calculated by 

dF du*F dv*F _ 

dt* dx* dy* (9) 

which is derived by substituting continuity Eq. (1) into zero 
material derivative of F. Equation (9) is used to determine do­
mains of molten metals 1 and 2. The Marangoni force balanced by 
viscous stress at the free surface y* = 0 yields 

Jy* 
dT* 

„•* 

" dx* 
(10) 

where the surface tension coefficient is weighted between molten 
metals 1 and 2, 

No evaporation or condensation leads to 

v* = 0. 

Incident energy is balanced by conduction heat 

(11) 

(12) 

k* 
dT* 3Q* 

dy* = —-*2 exp 
IT cr 

3r* *2 

for <X*(t*), 0 < r * s 
2 < 
u* (13) 

where the radial coordinate and the boundary of the beam are 
described by (see Fig. 1 (a)) 

r*{t*) = Jx*2 + (a* - U*t*y, 

X*(t*)^^*2-(<T*-U*t*)2. 

Otherwise, the energy balance is given by 

dT* 
k*1~T= - B i r * . dy* 

(14) 

(15) 

In the time interval 0 
, * 2 

t* < 2cr*/U* and physical domain \x*\ 
cry — (a* — U*t*)2] "2, the top surface of the cross section 

is irradiated by the incident flux from Eq. (13). Outside these 
ranges conduction is removed by convection as governed by Eq. 
(15). Other conditions are zero velocities and conduction balanced 
by convection on the right, left, and bottom surfaces. Initial con­
ditions are T* = T*, u* = v* = 0, and F - 1 for x* > 0 and 
F = 0 for x* < 0. 

Numerical Procedure. Equations (l)-(4) were discretized by 
a control-volume formulation, fully implicit, staggered finite dif­
ference method (Patankar, 1980). Discretized cells were finer near 
the origin and coarser in the outward directions. Different mesh 
systems, 95 X 48, 85 X 43, 73 X 37, and 61 X 31 were used for 
comparison. Although mesh systems increase from 61 X 31 to 
95 X 48, the minimum grid sizes reduce from 0.01 to 0.005 in the 
molten region. The former two systems leaded to nearly the same 
flow pattern and fusion zone shape, and the maximum velocity 
within a relative error of 0.5 percent. Root mean squares of the 
deviations for velocity and temperature on the free surface, were, 
respectively, 0.696 and 0.0342, which are less than three percent of 
the maximum speed of 28.65 and temperature 1.25. Using the 
mesh system of 85 X 43 for computation, relative errors of 
velocity and pressure became smaller than 10~4. The maximum 
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Fig. 5 Dimensionless velocity fields and shapes of molten metals 1 and 2 for different surface tension coefficients; (a) c*„, = 
Crf = -4.148 x 10", (b) <&, = c*M = 4.148 x 10\ (c) <& = -2.074 x 105, clt = -4.148 x 104, (d) <£, = -2.074 x 105, c^ = 4.148 x 
104, (e) c*, = 4.148 x 104, c'M = 1.0 x 105 

dilatation of continuity equation was 10 5. The relative error for 
sensible heat and fraction of liquid were, respectively, less than 
10~3 and 10~4. At least 120 uniform time steps for the energy 
equation were used to investigate the heating process. Viscosity 
and thermal conductivity on the face between discretized cells 
were calculated from the concept of interfacial conductivity (Pa-
tankar, 1980). For cells containing both metals, properties were 
calculated from the concept of a mixture. To determine the inter­
face of solid and liquid function / = 0.5 was chosen while the 
interface between metals 1 and 2 was defined by function F = 0.5. 
Sensitivity for choosing these values to determine the shape of the 
interface was reduced by using finer meshes. The solution proce­
dure is described as follows: 

1 specify initial conditions; 
2 solve energy Eq. (4) by a line-by-line scheme and tridiago-

nal matrix algorithm (TDMA); 
3 repeat steps 2 and 3 until solid becomes molten; 

4 determine function / as melting starts. Energy Eq. (4) and 
the relationship between internal energy /* and temperature T* are 
used; 

5 solve continuity and momentum equations from the SIM­
PLE procedure (Patankar, 1980); 

6 calculate function F from advection Eq. (9) with converged 
velocities by using a donor-acceptor scheme proposed by Hirt and 
Nichols (1981); and 

7 go to step 4 for the next time. 

The use of Hirt-Nichols's donor-acceptor scheme is due to its 
simplicity and easy generalization to three-dimensional problems. 
Within the time limitation of stability, a two-dimensional cell 
exchanges mass with not only the neighboring four cells but also 
with the four cells at the corners. Accurate reconstruction of the 
interface and volume of fluid advection therefore account for nine 
cells. In a more elaborate scheme, for example, FLAIR (Flux 
Line-Segment Model for Advection and Interface Reconstruction) 
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Fig. 6 Development of dimensionless velocity fields and shapes of molten metals 
1 and 2 for given dimensionless surface tension coefficients of c*r, = -2.074 x 105 

and c*M = 4.148 x 10" at dimensionless times of (a) t* = 8.0 x 10~4, (b) f* = 1.1 x 
10"3 

(Ashgriz and Poo, 1991), the interface is approximated by a set of 
line segments fitted at the boundary of every two neighboring cells. 
Alternate-direction sweeps are used. Fluid fluxes in the ^-direction 
are calculated and a new F field is generated. The new F field is 
then used for the y-sweep. This procedure is sufficiently accurate 
for uniform flows but induces errors when vortex exists. In this 
work, since velocities obtained from a numerical computation are 
not exactly satisfied by continuity Eq. (1), function F suffers 
errors. For clarity it is better to rewrite advection Eq. (9) in the 
form as proposed by Kothe and Mjolsness (1992): 

dF fdu* dv* 
= F[ 1 

dt* \dx* dv* 

du*F dv*F 

dx* dy* 
(16) 

where the parenthesis on the right-hand side is trivial from conti­
nuity Eq. (1). A finite difference of Eq. (16) yields 

(F™;1 - Fl)8x*8y* 

= Fl[(u*+mj - utu2j)8y* + (v%+m v*j„y2)8x*]8t* 

[(F"i+\l2jui + ni2j F"i-\llju i~Mj, )*y* 

+ (Flj+mv*j+m - F?j_mv*j-m)8x*]8t* (17) 

where fluxes across the surface between cells are calculated by a 
donor-acceptor scheme. Provided that a cell and its neighboring 
cells are filled with material labeled by F" = 1, Eq. (17) becomes 

(F"t ' - l)8x*Sy* = [(«* 

+ « ,+ 

+ l/2j «?-i«./)8y* 

j+ 1/2 v*j„m)8x*]8t* - [(u*+mj-utU2J)8y* 

+ (wt;+i/2 - V ij- 1/2. <8x*]8t* (18) 

which automatically gives F"J' = 1 even though the parenthesis 
on the right-hand side of Eq. (16) is not zero. However, a finite 
difference in Eq. (9) yields 

(F"/1 - l)8**Sv* = -[(«?+ 1 / 2 , - uUnj. )8y* 

+ (v*J+U2-v*j-il2)8x*]8t*. (19) 

An error of continuity Eq. (1) leads to F"*1 + 1. In the donor-
acceptor scheme, material cannot move through more than one cell 
in one time step because finite difference equations only consider 
flux between adjacent cells. Therefore, the increment of time for 
mass and momentum transport is satisfied by the inequality 

Ar* < min 
Ax* Ay* 

Wj\ \< 
(20) 

The increment of time for energy transport is chosen several times 
greater than that from Eq. (20). 

Results and Discussion 
In this study, the primary independent parameters controlling 

the joint between dissimilar metals are dimensionless surface 
tension coefficients, viscosities, melting temperatures, thermal 
conductivities of dissimilar metals and solid and liquid phases, 
beam power, welding speed (or Peclet number), and the energy 
distribution parameter. The values were estimated between alumi­
num or copper to iron, and nickel to titanium. 

Since the transport process on the maximum cross section is 
investigated, the gradients of transport variables in the z-direction 
vanish. The validity can be approximately examined by changing 
temperature at a downstream location. Figure 2 shows that devi­
ations of velocity fields and shapes of the molten region are small 
for dimensionless downstream temperatures of 0 and 0.2, which 
correspond to dimensional temperatures of 300 and 600 K, respec­
tively, by choosing metal 1 as iron. 

The variations in an isothermal line of dimensionless tempera­
ture T* = 1 at different times during heating are shown in Fig. 3. 
On the top surface the area within the radius around the energy 
distribution parameter of 0.07 is irradiated by incident flux. This is 
revealed from a significant temperature gradient in the y-direction. 
The isothermal line expands with time until it reaches 2 X 10~3, 
which corresponds to a dimensional time of around 0.017 s for iron 
with thermal diffusivity of 2.86 X 10"6 m2/s and thickness of 5 X 
10~3 m. The solutions are referred to transport variables on the 
maximum molten region. 

The velocity field induced by thermal buoyancy and gravita­
tional force on the cross section of the fusion zone is shown in Fig. 
4. Since temperatures in the pool are higher than those near the 
solid-liquid interface, buoyancy induces circulation in clockwise 
and counterclockwise directions on the sides of metals 1 and 2, 
respectively. The maximum dimensionless velocity is 24.96, 
which corresponds to 0.014 m/s for metal 1 as iron. Since surface 
flow is primarily toward metal 1, the interface between molten 
metals 1 and 2 near the top surface is deflected to the side of metal 
1. Isothermal lines far from the center of the top surface are nearly 
circles. Owing to distinct thermal properties isothermal lines ex­
hibit jumps at the joint plane. 

The effects of surface tension coefficients of molten metals 1 
and 2 on velocity field and fusion zone shape can be seen from Fig. 
5. In welding the same metals with the negative surface tension 
coefficient the induced surface flow is outwards and symmetric to 
the joint plane as shown in Fig. 5 (a). The maximum dimensionless 
speed is 693, which corresponds to the dimensional speed of 0.4 
m/s. In this case, the maximum speed produced by Marangoni 
force is 30 times larger than that induced by gravitational force and 
buoyancy, as shown previously. A symmetric velocity field for the 
same metals having a positive surface tension coefficient is seen in 
Fig. 5 (b). Surface flow, however, is radially inwards. Referring to 
Fig. 5 (a) and (b) it is evidently seen that the fusion zone is more 
shallow and wider for a negative surface tension coefficient. The 
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Fig. 7 Dimensionless velocity fields and shapes of molten metals 1 and 
2 for a given dimensionless surface tension coefficient c^ = 4.148 x 10" 
and different dimensionless surface tension coefficients of metal 2; (a) 
c*M = -4.148 x 1 0 \ (b) c*M = 0, (c) clt = 4.148 x 103, (d) c^ = 2.074 x 
105, (e) Crf = 4.148 x 105 
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Fig. 8 Dimensionless velocity fields and shapes of molten metals 1 and 
2 for a given dimensionless surface tension coefficient c*, = -4.148 x 
10" and different dimensionless surface tension coefficients of metal 2; 
(a) el? = -4.148 x 10 \ (b) c*M = 0, (c) c% = 4.148 x 104, (d) eU = 2.074 x 
105, (e) 4.148 x 105 

result agrees with the theoretical prediction (Kou and Wang, 1986) 
and experimental observation (Heiple and Roper, 1982). 

Figure 5 (c) shows that a change of the surface tension coeffi­
cient of molten metal 1 from -4.148 X 10" (see Fig. 5 (a)) to 
—2.074 X 105 results in a wider fusion zone in metal 1. In this 
case, surface tension gradients of molten metals 1 and 2 are in 
opposite directions. A stronger cell takes place near the edge of 
molten metal 1. The interface between molten metals 1 and 2 is 
close to the joint plane. This is because fluid flow is upward near 
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the interface and the velocity component normal to the interface is 
small. By changing the sign of molten metal 2 (see Fig. 5 (c)), Fig. 
5 (d) showed that molten metal 2 is trapped and dispersed into 
molten metal 1. On the other hand, a drop of molten metal 1 is seen 
in molten pool 2. Dispersed droplets can be due to inherent errors 
from computation. In reality, dispersed grains, however, were also 
observed (Seretsky and Ryba, 1976). Molten metals 1 and 2, 
respectively, circulate in a clockwise and counterclockwise direc­
tions. A detailed description of the flow pattern and shapes of the 
molten region will be shown later. There are tiny dispersed phases 
which, unfortunately, cannot be drawn in the figure. It is seen that 
interfaces move dynamically. Figure 5 (e) shows that an increase 
in the surface tension coefficient of molten metal 2 from 4.148 X 
104 to 105 (see Fig. 5 (b)) causes the cell in molten metal 2 to move 
toward the side of metal 1. In view of a greater product of surface 
tension coefficient-to-dynamic viscosity ratio with temperature 
gradient (namely the Marangoni number) of molten metal 2 (see 
Eq. (10)), the interface near the free surface is deflected to the side 
of metal 1. Interestingly, depths of the pool in metals 1 and 2 are 
nearly the same even though surface tension coefficients are of 
different magnitudes. This is attributed to identical thermal prop­
erties such as thermal conductivity and melting temperature, as can 
be seen later. Referring to Figs. 5 (b) and (<?) shows that the 
maximum depth of the molten region is greatest as products of the 
surface tension coefficient-to-dynamic viscosity ratio with temper­

ature gradient are identical. This is because the maximum heat 
transfer rate is along the joint plane and toward the bottom. 

A more clear insight into the transient behavior of Fig. 5 (d) can 
be seen from Fig. 6. At a lower welding speed Fig. 6 (a) shows that 
convection induced by negative and positive surface tension coef­
ficients of molten metals 1 and 2, respectively, is towards the edge 
of molten metal 1 at a dimensionless time of 8.0 X 10~4. Molten 
metals 2 in a thin layer therefore develop along the free surface. To 
satisfy mass conservation of molten metal 1 the interface near the 
joint plane is bulged. Flow in molten metal 1 directs toward metal 
2 while surface flow in molten metal 2 is towards metal 1. Flow 
pattern at a later time of 1.1 X 10~3 is shown in Fig. 6 (b). After 
reaching the edge the thin layer is trapped into molten metal 1 
while the bulge is separated into an isolated drop in molten metal 
2. Surface flow on the side of metal 2 is changed to a counter­
clockwise direction induced by an existence of molten metal 1 on 
the free surface (see Fig. 5 id)). 

The effects of the surface tension coefficient of molten metal 2 
on velocity field and fusion zone shape for a given positive 
dimensionless surface tension coefficient c*, = 4.148 X 104 are 
shown in Fig. 7. In view of a negative surface tension coefficient 
a cell in a counterclockwise direction occurs near the edge of 
molten metal 2, as presented in Fig. 7 (a). Molten metal 1 is 
separated into two parts, a thin layer adjacent to base metal 1 and 
drops in molten metal 2. In Fig. 7 (b) it can be seen that for the zero 
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Fig. 10 The effects of dimensionless parameters on dimensionless 
velocity field and shape of molten metals 1 and 2 for (a) Q* = 9.068, (b) 
U* = 34.98, (c) a*q = 0.02, (d) iii = 2.0, (e) k*. = 4.0, (f) kl, = 3.0, (g) frS. 
= 6.968, (ft) Tja = 1.5 

surface tension coefficient of molten metal 2 the cell circulates in 
a counterclockwise direction in molten metal 2. This is attributed 
to the free surface covered by a minor concentration of metal 1 and 
high temperature displaced to the side of metal 2 (Wei and Chung, 
1998). Strong convection is due to a low viscosity along the free 
surface. Even though concentration of metal 1 is low and surface 
tension coefficient of metal 2 is zero, surface flow in molten metal 
2 is related to the ratio between the decreased surface tension 
coefficient and viscosity along the free surface. Flow pattern 
caused by a positive surface tension coefficient of molten metal 2 
is shown in Fig. 7 (c). A cell in a clockwise direction grows near 
the edge of molten metal 2 and opposes the right big cell in the 
counterclockwise direction. Further increases in surface tension 
coefficient of molten metal 2 the left cell override the right cell, as 
can be seen in Figs. 7 (d) and (e). 

Velocity field and fusion zone shape affected by surface tension 
coefficient of molten metal 2 for a given negative dimensionless 
surface tension coefficient c*, = -4 .148 X 10" are shown in 
Fig. 8. Flow pattern and the interface for dissimilar molten metals 
having negative surface tension coefficients are comparatively 
regular as shown in Fig. 8 (a). Similarly, flow in molten metal 2 is 

(9) 

(h) 

Fig. 10 (con't) 

induced by the existence of molten metal 1 on the free surface for 
zero Marangoni force of molten metal 2 as presented in Fig. 8 (b). 
High speed in molten metal 2 is a result of a low viscosity. 
Irrespective of surface tension coefficient of molten metal 1 flow 
patterns in Figs. 8 (c) and {d) are similar to Figs. 7 (d) and (e) due 
to the large Marangoni force of molten metal 2. 

The effects of surface tension coefficients of molten metals 1 
and 2 on the shapes of fusion zone in metals 1 and 2 are shown in 
Fig. 9. For a given dimensionless surface tension coefficient c*, = 
4.148 X 10 \ Fig. 9 (a) shows that surface widths of molten 
metals 1 and 2 decrease with increasing negative surface tension 
coefficient of metal 2. This is because the Marangoni convection to 
the side of metal 2 increase and decrease, respectively (see Fig. 7). 
A positive surface tension coefficient of metal 2 increases convec­
tion towards metal 1. Surface width in metal 2 therefore decreases 
and that in metal 1 increases (see Figs. 7 (c) and (d)). Interestingly, 
a further increase in a positive surface tension coefficient of molten 
metal 2 increases surface width in metal 2 due to strong circulation 
and mixing of the flow (see Fig. 7 (e)). For inward Marangoni 
convection with approximately identical products of surface ten­
sion coefficient-to-dynamic viscosity ratio with temperature gra­
dient (see Fig. 7 (c)) depths of dissimilar molten regions are at 
maximum, which corresponds to the minimum surface width on 
the side of metal 1. 

Figure 9 (b) shows the variations in the shape of fusion zone 
with surface tension coefficient of metal 2 for a given negative 
surface tension coefficient cti = -4 .148 X 104. Surface width 
on the side of metal 1 increases with negative surface tension 
coefficient of molten metal 2 until the sign of surface tension 
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Fig. 11 Comparison between (a) theoretical prediction, and (D) experimental photograph in 
welding aluminum to iron 

coefficient of molten metal 2 changes. The drop of surface width 
on the side of metal 1 is attributed to the covering of molten metal 
2 on the free surface on the side of metal 1 and the associated 
reduction of convection to the side of metal 1 (see Fig. 8 (c)). A 
further increase in positive surface tension coefficient of molten 
metal 2 increases surface width on the side of metal 1. Irrespective 
of the surface tension coefficient of molten metal 1, the variation 
in surface width on the side of metal 2 with the surface tension 
coefficient of metal 2 is similar (see Fig. 9 (a)). Depths of molten 
metals 1 and 2 remain relatively constant. Since the variations of 
surface widths are greater than those of depths surface convection 
to edges of dissimilar molten metals is strong. The effects of an 
increase in surface tension coefficients of metal 1 are shown in Fig. 
9 (c) and (d). Similar trends are found. 

Comparing to Fig. 2 (a) the effects of different working parameters 
such as dimensionless beam power, welding speed or Peclet number, 
energy distribution parameter, viscosity, thermal conductivities be­
tween dissimilar metals and distinct phases, and melting temperature 
on velocity field and fusion zone shape are shown in Figs. 10 (a)-(h), 
respectively. The size of the fusion zone increases with decreasing 
dimensionless welding speed, thermal conductivity of solid and melt­
ing temperature and increasing the dimensionless beam power, energy 
distribution parameter, and liquid thermal conductivity. 

The computed result is compared to a photograph for welding 
aluminum to iron, as shown in Fig. 11. Experiments were con­
ducted for a welding speed of 0.04 m/s, accelerating voltage of 50 
kV, and welding current 12 mA. Metals on the right and left-hand 
sides are, respectively, iron and aluminum. Surface tension coef­
ficients were chosen within relevant ranges by considering two 
metals containing minor surface active elements such as oxygen 
and sulfur. It can be seen that predictions of the fusion zone shape 
and the interface between iron and aluminum agree with the 
photograph. The deviations between the predication and experi­
mental observation can be due to the assumption of the two-
dimensional model. The sharp interface indicates the immiscibility 
of dissimilar metals. Welding fails if convective mixing is insuf­
ficient. 

The computed shape of the fusion zone in welding the same 
metals of iron was also compared with experimental results ob­
tained by Paul and DebRoy (1988). The input data chosen were 
A = 15 percent, aq = 0.127 mm, (7 = 5 mm/s, p = 7,800 kg/m3, 
ix = 0.01 kg/m-s, k = 26.43 W/m-K, c = 837.5 J/kg-K, |3 = 
10~4 K"', Tm = 1,809 K, T„ = 3,135 K. The predicted depth was 
0.048 mm and the full width of the fusion zone 0.23 mm, which 
agreed with the measured depth and width of 0.043 and 0.24 mm, 
respectively. 
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Conclusions 
The conclusions drawn are as follows: 

1 Transport processes and shapes of molten regions subject to 
Marangoni forces in different directions and magnitudes in weld­
ing dissimilar metals are investigated. The computed results agree 
with experimental observations of fusion zone shapes in welding 
the same and dissimilar metals. 

2 Unlike joining the same metals, the flow pattern and shape 
of the fusion zone in the molten pool of dissimilar metals, as 
denoted by metals 1 and 2 on the right and left-hand side of the 
joint plane, respectively, is determined by competing the products 
of surface tension coefficient-to-dynamic viscosity ratio with the 
temperature gradient (i.e., Marangoni number) at the interface 
between dissimilar molten metals. Hence, the locations of the 
interface between dissimilar molten metals and the peak temper­
ature, and distributions of solute on the free surface play important 
roles. The Marangoni convection on the free surface can be in 
three directions, which are inwards from the sides to the joint 
plane, outwards from the joint plane to the sides, and horizontal 
from one side to the other. 

3 The interface between dissimilar molten metals near the free 
surface is initially deflected to the side (say, metal 1) where the 
product of the surface tension coefficient-to-dynamic viscosity 
ratio with the temperature gradient at the joint plane is smaller 
(accounting for the sign). The interface is then bulged near the 
lower region to satisfy the mass conservation of molten metal 1. 
The bulged region can be necked, separated, and immersed into 
molten metal 2. 

4 Surface tension coefficients of opposite signs lead to com­
plicated flow patterns. Considering molten metals 1 and 2 having 
negative and positive surface tension coefficients, respectively, the 
solute of molten metal 1 on the free surface on the side of metal 2 
opposes the flow of molten metal 2 and enhances convective 
mixing. Dispersed droplets readily take place. 

5 Depths of dissimilar molten regions (Z), and D2) are insen­
sitive to the variation in the surface tension coefficient of molten 
metal 2 for a negative surface tension coefficient of molten metal 
1, and vice versa. This is because energy transport is primarily in 
horizontal directions. If the surface tension coefficients are both 
positive and the corresponding Marangoni numbers are of the 
same magnitude, the enhanced heat transfer in the downward 
direction resulting from the cells near the joint plane gives rise to 
the maximum depth. 

6 For a positive surface tension coefficient of molten metal 1, 
the surface width on the side of metal 1 (Wt) decreases and 
increases with increasing the negative and positive surface tension 
coefficient of molten metal 2, respectively. This is because con­
vection to the sides of metal 2 and metal 1 increases, respectively. 
Surface width on the side of metal 1 becomes minimal as the depth 
of fusion zone is maximal. When the surface tension coefficient of 
molten metal 1 is negative, the surface width on the side of metal 
1 increases with the negative surface tension coefficient of molten 
metal 2 until the sign of surface tension coefficient of molten metal 
2 changes. The drop of surface width on the side of metal 1 is 
attributed to a reduction of convection to the side of metal 1 as a 
result of molten metal 2 covering on the free surface on the side of 
metal 1. A further increase in the positive surface tension coeffi­
cient of molten metal 2 increases the surface width on the side of 
metal 1. 

7 The variation in surface width on the side of metal 2 (W2) 
with the surface tension coefficient of molten metal 2 is similar, 
irrespective of the surface tension coefficient of molten metal 1. 
Surface width on the side of metal 2 decreases with increasing the 
surface tension coefficient of molten metal 2 until the latter is 
slightly greater than zero. A further increase in the surface tension 

coefficient of molten metal 2 increases the surface width on the 
side of metal 2. This is attributed to strong convective mixing in 
the molten pool. 

8 Depths of molten metals 1 and 2 with identical thermal 
properties such as thermal conductivity and melting temperature 
are nearly the same, even though the surface tension coefficients 
are different. 

9 This study also provides a fundamental understanding of the 
transport process induced by the Marangoni forces in different 
directions and magnitudes in melting dissimilar metals. 
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A Boundary Element Method for the 
Solution of a Class of Steady-State 
Problems for Anisotropic Media 

D. L. Clements1 and W. S. Budhi2 

1 Introduction 

The boundary element method is now well established as an 
effective technique for the numerical evaluation of the steady-state 
temperature field for media in which the thermal conductivity is 
constant (see, for example, Brebbia and Dominguez, 1989). 

In the case when the thermal conductivity depends on the spatial 
variables the implementation of the boundary element method for 
steady-state problems presents some difficulty. However some 
progress has been made in this area in recent years. Papers by 
Clements (1980), Cheng (1984), Rangogni (1987), Shaw (1994), 
Gipson, Ortiz, and Shaw (1995), and Ang, Kusuma, and Clements 
(1997) provide techniques which enable the boundary element 
method to be employed for determining the steady-state tempera­
ture field for particular classes of isotropic inhomogeneous media. 
Also Clements and Rogers (1984) obtained a boundary integral 
equation which is relevant for a certain class of steady-state 
two-dimensional problems for inhomogeneous anisotropic media. 

The present paper seeks to consider the more general case of an 
anisotropic material for which the thermal conductivity depends on 
the temperature and the spatial variables. A suitable transformation 
is obtained to transform the relevant nonlinear variable coefficients 
equation to linear equations with constant coefficients. The rele­
vant boundary value problems governed by these linear constant 
coefficients equations may be readily solved using the boundary 
element method. Some particular examples are considered to il­
lustrate the application of the method. 

2 The Boundary Value Problem 

Referred to a Cartesian frame OJC1X2X3 the equation governing 
the steady-state temperature field <$>(xu x2, x3) in an anisotropic 
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material occupying a region CI with boundary ail in i?3 may be 
written in the form 

a 
dx. Ay(*i 4>) 

d4>' 

dx. 
= 0, (1) 

where the Atf denotes the thermal conductivity and the repeated 
suffix summation convention (summing from 1 to 3) is employed. 

A solution to Equ. (1) is sought which is valid in the region D, 
in /?3 with boundary dCl which consists of a finite number of 
piecewise smooth closed surfaces. On Oil either the temperature </> 
or the heat flux is specified through P = kyidfyldx^n, where n 
denotes the outward pointing normal to O. 

3 Reduction to a Linear Constant Coefficients Equation 
The coefficients Xtj in Eq. (1) are now required to take the form 

A„(x, 4>) = yug(x)G(4>), (2) 

where x = (xu x2, x3), the AJ; for ;', j = 1, 2, 3 are constants, 
g(x) is a twice differentiable function of the independent variables 
x,, x2, x-s and G(4>) a differentiable function of </>. Equation (1) 
thus may be written in the form 

A' 
" dx, gWGW = 0. (3) 

Guided partially by work contained in Bear (1972) and Cheng 
(1984) and also by the Kirkoff transformation, consider a trans­
formation of the form 

•/,(*) = g"2(x) G{*)d4>. 

Use of (4) in (3) yields the equation 

'' dxtdXj 

Thus if g(x) is such that 

'' dxfiXj 
t/» = 0 . 

A« dxfix, ~ °' 

(4) 

(5) 

(6) 

then the transformation (4) transforms the variable coefficients Eq. 
(3) to the constant coefficients equation 

d24> 
'' dXjdXj 

(7) 

Also, if g(x) is such that 
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d2Bm 

(8) 

where k is a constant, then the transformation (4) transforms the 
variable coefficients Eq. (3) to the constant coefficients equation 

A! 
32i// 

" dX:dX, 
+ klj)= 0. (9) 

The analysis of this section thus shows that if the function g(x) 
is chosen such that g1'1 satisfies Eq. (6) or Eq. (8) then for an 
arbitrary differentiable function G(<j>) the transformation (4) trans­
forms Eq. (3) to the linear partial differential equations with 
constant coefficients (7) or (9). 

Once \p has been determined by solving Eq. (7) or Eq. (9) the 
flux can be determined from the equation 

d(j) 

-P^ + P^g1 

where 

P„ — A;i 

dg> 

dX: 
n, and i% = Ay -

St// 
• tij. 

(10) 

(ID 

4 Particular Classes of Forms for the Thermal Con­
ductivity 

The requirement that g"2 satisfies either Eq. (6) or Eq. (8) 
permits considerable flexibility in the choice of g(x). In particular, 
g can assume a number of multiparameter forms in which the 
parameters may be used to fit a particular form to given numerical 
values for the thermal conductivity. 

For example, if g is required to satisfy Eq. (6), a possible 
multiparameter form for g is given by 

g(xt, x2, x}) = [(a„ + a,*, + a2x2 + a3JC3))]
2 (12) 

where the a, are constants. 
For the case when g is required to satisfy Eq. (8) a number of 

multiparameter forms for the thermal conductivity exhibiting os­
cillatory behavior may be employed. A possible multiparameter 
form is given by 

g(x) = [A cos {a.mxm)]2 with Aya,aj = k (13) 

where A and the a,„ wee constants. 
For the nonlinear case the thermal conductivity depends on the 

temperature </>(x). In many practical situations this dependence 
may be taken to be linear (see Sawaf, Ozisik, and Jarny, 1995) so 
that coefficients Ay take the general form 

Ay=Ay(l+/3</>), (14) 

where j3 and the Au are constants. Equation (4) now yields 

<l>(xt, x2, Xi) = 4> + ificf)2 (15) 

This change of dependent variable transforms Eq. (3) to the linear 
constant coefficients form given by Eq. (7) and the heat flux may 
be obtained from Eq. (10) which in this case (with g = 1 and Ps 

= 0) has the simple form P — P$. Since 4>or P are given at each 
point on 3(1, Eqs. (15) and (10) may be readily used to provide ip 
or PQ at each point of 3(1. Thus for the important case when the Ay 
are given by Eq. (14), the nonlinear boundary value problem given 
in Section 2 is readily transformed to a boundary value problem 
governed by the linear partial differential equations with constant 
coefficients Eq. (7). 

5 The Boundary Integral Equation 

For the two-dimensional case the boundary integral equation for 
the solution of Eq. (7), valid in (1 with either t|/ or /% = A'j(3<JW 
dxj)nh specified on 3(1, is given by (see Clements, 1981) 

• # ( a , b) = - -jj- I [P*(x\, JC2)4>C*I, x2; a, b) 

J an 

— T(xlt x2; a, b)ip(xu x2)]ds, (16) 

where r/ = 1 if (a, b) E O and TJ = {• if (a, b) S 3fl and 30 has 
a continuously turning tangent at (a, b). Also 

<&(.*,, x2\ a, b) = 
- 1 fk'u 

2T77 ' (T - ? ) \ A22 

• X { l o g ( z - z o ) + log ( z -15 )} , (17) 

34> 
T(xu x2; a, b) = A J,- — nt 

M M 
• + 

Zo Z ~~ Zo 
(18) 

with 

M = 
-1 

2vi(T — r) \ A22 

A', 
p - {A'n«i + A'12n2 + (A'uw, + A 2 2 « 2 )T} , 

where z = x[ + TX2, Z0 = a + rb and T is the root with positive 
real part of the quadratic 

A'„ + 2 A ' 1 2 T + A 2 2 T 2 = 0 (19) 

and the bar denotes the complex conjugate. Now from Eq. (10) 

P^g-mP + g~mP^. (20) 

Use of Eq. (20) in Eq. (16) provides 

T/i//(a, b) = 
A',, 

[P(g'-m<t>) + (g-mPs<& - T)4,]ds. 

(21) 

In the boundary value problem specified in Section 2 either (j) or 
P = Xijidtydx^rij is given at each point of the boundary 3(1. For 
each point where 4>ls given the corresponding value of ip may be 
readily obtained from Eq. (4) for given g and G. Thus Eq. (21) is 
a boundary integral equation which may be used to first determine 
numerical values of i|/ and P at all points of the boundary 3(1. It 
then yields ip (and by differentiation /%) at any interior point of (1. 
Equation (4) and (20) may then be used to determine (j) and P at 
any point of (1. 

To obtain the corresponding boundary integral equation for the 
three-dimensional case an analogous approach is employed with 
the appropriate fundamental solution available in Brebbia and 
Dominguez (1989). 

Similarly, for the case when the governing equation is given by 
Eq. (9), an analogous approach is employed with the fundamental 
solution available in Clements and Larsson (1993) for the two-
dimensional case and Brebbia and Dominguez (1989) for the 
three-dimensional case. 

6 Numerical Results 

The analysis of the previous sections was obtained on the basis 
that the coefficients Av(x) satisfied certain differentiability condi­
tions in (1. However, in practice the analysis may readily be used 
for both the case when the coefficients satisfy these conditions and 
also as an approximation for the case of a wide class of materials 
consisting of discrete layers of homogeneous anisotropic media. 
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Table 1 

Fig. 1 The geometry for the numerical examples 

For such layered materials the integral equation of the previous 
section will provide an approximate solution. In the case when the 
material parameters do not vary too greatly from layer to layer, this 
approximate solution may be used to obtain accurate numerical 
values for the temperature and flux fields. 

In this section the equations of the previous sections are used to 
calculate the temperature field for some particular boundary value 
problems. The first two problems to be considered involve deter­
mining the two-dimensional temperature field in a layered aniso­
tropic material in the form of a square slab which occupies the 
region defined by 0 ^ x,ll ^ 1 and 0 s x2/l ^ 1 where I denotes 
a reference length (Fig. 1). The slab consists of ten homogeneous 
anisotropic layers which lie in the intervals 

O.ln < * ! / / < 0.1 (n + 1) forn = 0, 1, 2, . . . , 9. (22) 

The constant thermal conductivities in each of these layers are 
given by 

= (1 +0.02rc)2forn = 0, 1, 2, 

A„ = 2An and A12 = 0, 

(23) 

(24) 

where A0 is a reference thermal conductivity. 
The boundary conditions are as follows: 

Problem 1. 

4>/</>o = 1, on DA, 

<p/<t>0 = 2, on BC, 

P = A22 T— = 0, on CD, 
0X2 

d(j} 
P= -A22 — = 0, on AS. 

0X2 

Problem 2. 

<j>/(po — 2 — x2/l, on DA, 

4>/cj}0 = 2, on BC, 

dd> 
P = A22 T— = 0, on CD, 

0X2 

8<b 
P= -A22 — = 0, onAfl. 

Problem 1 may be solved analytically by assuming the temperature 
4> in each homogeneous layer has the form 

<f> = a„xt/l + b„ for 0.1« < * , / / < 0.1(n + 1) and 

« = 0, 1, 2, . . . , 9 (25) 

{Xl,X2) 

(0.1,0.5) 

(0.3,0.5) 

(0.5,0.5) 

(0.7,0.5) 

(0.9,0.5) 

(t>(xux2) (BEM) 

8 segments 

1.1346 

1.3372 

1.5454 

1.7391 

1.9686 

<t>(xux2) (BEM) 

20 segments 

1.1170 

1.3391 

1.5455 

1.7374 

1.9156 

4>(xux2) (BEM) 

40 segments 

1.1174 

1.3394 

1.5455 

1.7370 

1.9154 

4>(x\,x2) 

Analytical 

1.1176 

1.3396 

1.5455 

1.7368 

1.9153 

where the a„ and b„ for n = 0, 1, 2, . . . , 9 are constants. 
Imposing continuity conditions on the temperature and the flux at 
each of the interfaces x, = 0.1, 0 . 2 . . . , 0.9 together with 
boundary conditions at the boundaries AB, BC, CD, and DA leads 
to 20 linear algebraic equations which may be readily solved for 
the 20 unknowns a0, b0, au b,, ... , «<>, be,. The Eq. (25) then 
provide the temperature at all points of the layered slab. 

To use the boundary integral method of this paper to solve this 
boundary value problem, the discrete layered material is approxi­
mated by a material with the continuous thermal conductivities 

= (1 +0.2 jc , /Z) 2 forO<x, / /< 1, 

2An and A,2 = 0. 

(26) 

(27) 

Some numerical results for Problem 1 are shown in Tables 1 and 
2 and results for Problem 2 are shown in Tables 3 and 4. In these 
tables P, = Andfy/dXi and P2 = \l2d4>ldx2. To obtain the 
numerical values the standard boundary element method was em­
ployed using Eqs. (21) (see Clements, 1981). Specifically in (21) 
the integral was replaced by a sum of integrals over N boundary 
segments of equal length h. The dependent variable was assumed 
to be constant over each segment and the integrals were evaluated 
by employing the trapezoidal rule to yield a system of linear 

Table 2 

(x\,x2) 

(0.1,0.5) 

(0.3,0.5) 

(0.5,0.5) 

(0.7,0.5) 

(0.9,0.5) 

Pi(xux2) (BEM) 

8 segments 

0.3313 

1.2089 

1.2178 

1.2111 

3.8390 

Pdxi,x2) (BEM) 

20 segments 

1.2058 

1.2019 

1.2039 

1.2019 

1.1762 

Pi{xi,x2) (BEM) 

40 segments 

1.1994 

1.2008 

1.2015 

1.2009 

1.1994 

Pi(xs,x2) 

Analytical 

1.2 

1.2 

1.2 

1.2 

1.2 

Table 3 

(2:1,3:2) 

(0.1,0.5) 

(0.3,0.5) 

(0.5,0.5) 

(0.7,0.5) 

(0.9,0.5) 

<Kxi,x,) (BEM) 

20 segments 

1.5577 

1.6685 

1.7722 

1.8688 

1.958 

^(11,12) (BEM) 

40 segments 

1.5584 

1.6692 

1.7725 

1.8684 

1.9577 

<t>(xux2) (BEM) 

80 segments 

1.5586 

1.6695 

1.7725 

1.8683 

1.9576 

Table 4 

(xi,x2) 

(0.1,0.5) 

(0.3,0.5) 

(0.5,0.5) 

(0.7,0.5) 

(0.9,0.5) 

Pl(Xl,X2) 

BEM 20 

segments 

0.9705 

0.9989 

1.10186 

1.0299 

1.0353 

P2(xi, x2) 

BEM 20 

segments 

-1.4672 

-0.7044 

-0.3068 

-0.1245 

-0.0337 

•Pi (11,12) 

BEM 40 

segments 

0.9763 

0.9962 

1.0131 

1.0271 

1.0394 

P2(xi,x2) 

BEM 40 

segments 

-1.4858 

-0.7019 

-0.3038 

-0.1227 

-0.0334 

Pl{xi,x2) 

BEM 80 

segments 

0.9786 

0.9954 

1.0110 

1.0260 

1.0402 

P2(x\,x2) 

BEM 80 

segments 

-1.4833 

-0.6981 

-0.3012 

-0.1214 

-0.0327 
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Table S 

(H , l s ) 

(0.1,0.5) 

(0.3,0.5) 

(0.5,0.5) 

(0.7,0.5) 

(0.9,0.5) 

<t>{xux2) (BEM) 

8 segments 

1.1283 

1.3297 

1.5355 

1.7300 

1.9516 

0(xi,x2) (BEM) 

20 segments 

1.1140 

1.3312 

1.5355 

1.7286 

1.9117 

<t>{xi,x2) (BEM) 

40 segments 

1.1143 

1.3315 

1.5355 

1.7284 

1.9117 

<t>{xi,x2) 

Analytical 

1.1145 

1.3317 

1.5355 

1.7283 

1.9115 

Table 6 

(xi,xi) 

(0.1,0.5) 

(0.3,0.5) 

(0.5,0.5) 

(0.7,0.5) 

(0.9,0.5) 

Pi(xl,x2) (BEM) 

8 segments 

0.6896 

1.7599 

1.7703 

1.7628 

4.5588 

Pi{xux2) (BEM) 

20 segments 

1.7569 

1.7521 

1.7544 

1.7523 

1.7248 

Pi ( i i , i 2 ) (BEM) 

40 segments 

1.7493 

1.7509 

1.7517 

1.7510 

1.7494 

•PI(XI,I2) 

Analytical 

1.75 

1.75 

1.75 

1.75 

1.75 

algebraic equations for the unknown values of t// or P on each of 
the boundary segments. The error involved in these approxima­
tions is of order h2 for each segment. Further, the segment length 
is given by h = AUN where N is the number of segments around 
the boundary. Each of the calculated values in the Tables 1-4 
involves a sum of N integrals and hence the error in each of these 
values is order \6l1/N. Thus doubling the number of segments 
could be expected to halve the error. In broad terms this expecta­
tion is reflected in the results in Tables 1 and 2 and in the 
convergence properties of the solution in Tables 3 and 4. Some 
discrepancy in this expectation is observed for the points near the 
boundary (at (0.1, 0.5) and (0.9, 0.5)), particularly in Tables 1 and 
2 for the case of eight segments (two segments per side). With such 
a large segment size these poor results near to the boundary are not 
unexpected, but it is worth noting that even with eight segments, 
reasonably accurate results are obtained for points away from the 
boundary. 

Now consider the same two boundary value problems with the 

Table 7 

(xi,x2) 

(0.1,0.5) 

(0.3,0.5) 

(0.5,0.5) 

(0.7,0.5) 

(0.9,0.5) 

<t>(xux2) (BEM) 

20 segments 

1.3513 

1.5022 

1.6513 

1.7952 

1.9332 

<p(xuxt) (BEM) 

40 segments 

1.3519 

1.5029 

1.6514 

1.7948 

1.9329 

d>(xltx2) (BEM) 

80 segments 

1.3521 

1.5031 

1.6515 

1.7947 

1.9328 

Table 8 

(xi,x2) 

(0.1,0.5) 

(0.3,0.5) 

(0.5,0.5) 

(0.7,0.5) 

(0.9,0.5) 

Pi(zi,z2) 

BEM 20 

segments 

1.2473 

1.3224 

1.3388 

1.3372 

1.3372 

BEM 20 

segments 

-1.0796 

-0.4987 

-0.2092 

-0.0820 

-0.0215 

Pi{xi,x3) 

BEM 40 

segments 

1.2518 

1.3193 

1.3337 

1.3349 

1.3325 

P2(xux2) 

BEM 40 

segments 

-1.0925 

-0.4967 

-0.2072 

-0.0808 

-0.0209 

P\ (x\,x2) 

BEM 80 

segments 

1.2640 

1.3185 

1.3318 

1.3338 

1.3335 

P2(x\,x2) 

BEM 80 

segments 

-1.0906 

-0.4940 

-0.2053 

-0.0799 

-0.0208 

layered material replaced by a homogeneous material. The thermal 
conductivity is taken in the form 

^ii = ^ i = ( l + ) 3 ' A N | b l = 0 (28) 
A0 2A0 \ 4>ol ' A o 

where /3' is a nondimensional parameter. 
Numerical values for Problem 1 and Problem 2 with the thermal 

conductivities given by (28) with |3' = 0.5 are given, respectively, 
in Tables 5 and 6 and Tables 7 and 8. Also in Tables 5 and 6 
numerical values obtained from the analytical solution 

<f> - ! + [ ! + |3'(2 + 3/3')*+0'(2 + /3')]"2 

4>o 0 ' ( } 

are included for comparison. 
The numerical procedure used to obtain the values in Tables 

5-8 was identical to that used for Tables 1-4. As for the results in 
Tables 1-4 the numerical values in Tables 5-8 exhibit accuracy 
and convergence behaviour which is consistent with the accuracy 
of the numerical procedure. 

7 Summary 

A boundary element method has been obtained which may be 
used to determine the steady-state temperature and flux fields for a 
wide class of problems for which the thermal conductivity depends 
on the temperature and the spatial coordinates. The numerical 
results obtained for some sample problems indicate that the 
method will readily yield accurate numerical solutions for many 
steady-state boundary value problems for anisotropic inhomoge-
neous materials. 
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The Effective Thermal Conductivity of 
High Porosity Fibrous Metal Foams 

V. V. Calmidi1 and R. L. Mahajan2 

Nomenclature 

Am 
b 
k 
L 

L„, 
1 
r 
t 
T 

AT 
V 
w 
z 

= area of cross section of metal foam : 
= half-thickness of bump (Fig. 5) 
= thermal conductivity (W/m-K) 
= half-length of fiber (Fig. 5) 
= height of metal foam sample (m) 
= heat input to the patch heaters (W) 
= area ratio (Eq. 11) 
= half-thickness of fiber (Fig. 5) 
= temperature 

samples (m2) 

= temperature difference across metal foam sample (°C) 
= volume 
= width of fiber perpendicular to plane 
= direction of macroscopic heat flow 

Subscripts 

s of paper (Fig. 5) 

e = effective 
/ = fluid 
s = solid 

Greek Symbols 

e = Porosity 

Introduction 

Starting with the pioneering work of Maxwell (1891), heat 
conduction in fully saturated porous matrices (e.g., sand, packed 
beds of cylinders and spheres, fibrous insulations, etc.) has been 
studied in detail over the past several decades. Kaviany (1995) has 
provided an extensive review of the available literature on the 
subject along with a number of correlations and their range of 
applicability. 

Under simplified one-dimensional conduction conditions, two 
extremes can be considered. One in which the thermal resistances 
offered by the solid and fluid phases are in series (lower bound) 
and the other in which they are in parallel (upper bound). The 
upper bound, given by Eq. (1), 

ke=(l - e)ks + skf, (1) 

has been successfully used in the past for packed bed studies where 
the solid and fluid phases have similar conductivities. However, 
the error in the prediction of ke using Eq. (1) can be considerable 
as the difference in the conductivities of the phases increases. 
There have been several studies that attempt to predict the thermal 
conductivities of packed beds by invoking the structure of the 
medium, apart from its porosity. Some of these two and one-
dimensional studies are reviewed below. Many of them are related 
to packed beds of spheres and granular materials. 

Nozad et al. (1985) solved the two-dimensional heat conduction 
equation in a spatially periodic two-phase system of touching 

' IBM Microelectronics, Endicott, NY 13760. e-mail: vara@us.ibm.com. 
2 Professor of Mechanical Engineering, CAMPmode, Department of Mechanical 

Engineering, University of Colorado at Boulder, Boulder, CO 80309-0427. e-mail: 
mahajan@colorado.edu. Fellow ASME. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, July 17, 1997; 
revision received, Nov. 3, 1998. Keywords: Conduction, Porous Media, Thermo-
physical Properties. Associate Technical Editor: M. Kaviany. 

spheres. Under the assumption of local thermal equilibrium (Car-
bonell and Whitaker, 1984), they derived a set of closure equations 
for the spatial deviation component of the volume-averaged tem­
perature field in the two constitutive phases. These closure equa­
tions were solved analytically and numerically to obtain the effec­
tive thermal conductivity. Their numerical results correlated well 
with the experimental data for a touching parameter, cla = 0.02 
(cla is the ratio of the touching length scale to the length scale of 
the particle size). Based on a similar two-dimensional study, 
Sahroui and Kaviany (1993) found a value of cla = 0.002 to be 
more appropriate. Hsu et al. (1995) demonstrated that a one-
dimensional conduction model based on in-line touching cubes 
(cla = 0.13) was sufficient. It showed good agreement with the 
experimental data of a packed sphere bed. 

Hsu et al. (1994) based their study on the earlier work of Zehner 
and Schlunder (1970). They proposed two models—the area con­
tact model for packed beds of spheres and the phase symmetry 
model for sponge-like materials (fibrous media). They showed that 
for packed beds of spheres, their area contact model was able to 
predict the thermal conductivity better than the Zehner-Schlunder 
model because it took into account the finite contact area between 
adjacent particles. They also developed a phase symmetry model 
for sponge-like porous media (e.g., metal foams). However, they 
did not validate their phase symmetry model due to lack of 
experimental data. Bauer (1993) generalized Maxwell's classical 
theoretical result to pores of any shape and concentration. He 
further discussed cases in which other phenomena-like radiation 
can be included into the analysis. Tien and Vafai (1979) derived 
statistical bounds for the thermal conductivity of microsphere and 
fibrous insulations based on cell geometries. Their model for 
fibrous insulations was used by Hunt and Tien (1988) to study 
forced convection in metal foams. Its validity is discussed later in 
this paper. 

Our survey indicates a lack of experimentally validated studies 
that attempt to predict the thermal conductivity of metal foams, 
although they have been the topic of investigation for quite a while 
(Yokoyama and Mahajan, 1995; DuPlessis et al, 1994; Hunt and 
Tien, 1988). Further, in order to explore their use as high-
performance heat sinks, an accurate estimate of the effective 
thermal conductivity is necessary. 

In this study, we report our measurements of effective thermal 
conductivity of metal foams (e > 0.9) made of aluminum. Exper­
iments were performed with air and water as the fluid phase 
separately. An empirical relation that correlates the experimental 
data to within an accuracy of 97.5 percent is developed. Taking the 
foam structure to be hexagonal, an analytical model for the effec­
tive thermal conductivity is derived and validated with the exper­
imental data. 

Medium 

Figure 1 shows a picture of the metal foam medium. It has an 
open-celled structure composed of dodecahedron-like cells which 
have 12-14 pentagonal or hexagonal faces. The edges of these 
cells are composed of the fibers and, typically, there is a lumping 
of material (intersection) at points where the fibers intersect. The 
fibrous matrix is made of aluminum alloy T-6201 which has a 
thermal conductivity of 218 W/m-K. The matrix is brazed to 
aluminum base plates on two sides. Two quantities, the porosity 
and the pore density are used to describe the material. The poros­
ity, e, is the ratio of the void volume to the total volume of the 
medium and the pore density is the number of pores present per 
unit length of the material. The latter is typically expressed in units 
of pores per inch (ppi), and is roughly constant in the three 
directions. The first three columns of Table 1 summarize the 
properties of the metal foam samples which were used in the 
experimental study. The porosities (provided by the manufacturer) 
were determined using the weight of the sample with the density of 
aluminum. Note that the pore density is a nominal quantity used to 
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Fig. 1 Photograph of metal foam matrix 

classify a particular type of metal foam. In reality, it varies about 
a mean value from sample to sample. 

Experiment 

(Metal Foam and Air): A schematic of the experimental 
setup is shown in Fig. 2. The physical dimensions of the metal 
foam are 6.3 cm X 6.3 cm X 4.6 cm. The metal foam is brazed at 
the top and bottom to two aluminum plates (4.7 mm thick). Four 
T-type thermocouples are attached to each of these two plates at 
points of varying distance (see Calmidi, 1998, for details). The top 
plate is heated from above using patch heaters connected to a DC 
power supply. The surfaces above the heaters and the four sides are 
insulated using very low conductivity styrofoam. The bottom plate 
is cooled from below by immersing its bottom surface into a tank 
which contains cooling water maintained at constant temperature. 
A silicone-based sealant is used to ensure that the water does not 
leak out of the tank. 

Since the metal foam sample is heated from above, cooled from 
below and insulated on the rest of the four sides, there is heat 
conduction in one direction only (as shown in Fig. 2) and buoy­
ancy effects are negligible. Thus, if "q" is the net heat input 
through the top aluminum plate, then 

q = kcAmAT/Lm. (2) 

During a typical experimental run, the power input to the patch 
heaters was set at a desired value and the temperature difference 
between the top and bottom plates was monitored till it reached 
steady state. This took approximately seven to ten minutes depend­
ing on the porosity of the sample. The temperature was monitored 
for five additional minutes to confirm that steady state had indeed 
been attained. Then, the temperature difference, AT between the 

Table 1 Metal foam properties and thermal conductivities 

No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

Porosity 

0.971 
0.946 
0.905 
0.949 
0.909 
0.978 
0.949 
0.906 
0.972 
0.952 
0.937 

Pore density 
(pores/inch) 

5 
5 
5 

10 
10 
20 
20 
20 
40 
40 
40 

Conductivity 
(air + foam) 

(W/m-K) 

2.70 
4.60 
6.70 
4.00 
6.70 
2.20 
3.90 
6.90 
2.50 
3.90 
4.50 

Conductivity 
(water + foam) 

(W/m-K) 

3.70 
5.40 
7.65 
4.95 
7.60 
3.05 
4.80-
7.65 
3.30 
4.75 
5.35 

Fig. 2 Schematic of setup used for the metal foam and air experiments 

top and bottom plates, was noted. This procedure was repeated for 
different values of heat input. The maximum heat input to the 
patch heaters was restricted to about 5-8 W depending on the 
porosity of the sample being measured. Since the thermal conduc­
tivity varies with porosity, the maximum heat input to the heaters 
was set such that the temperature difference across the plates did 
not increase beyond ~15°C. The variation in temperature across 
each of the two plates was less than 0.3°C, which is the accuracy 
of the temperature measurement. At lower temperature differ­
ences, the variation was even lower. Thus the two plates were 
essentially isothermal. 

The temperature difference between the hot and cold plates 
obtained as described above was plotted as a function of the heat 
input. All data points lied on a straight line passing through the 
origin. Further, the y-intercept was less than 0.2°C in all cases 
indicating that the relationship is linear and that buoyancy effects 
and other nonlinear effects are indeed negligible. From the slope of 
AT/q, the measured value of the thermal conductivity of the 
sample is 

*, = Lm/(A„,(Ar/?)s]ope). 

These values are listed in column 4 of Table 1. 

(3) 

Experiment (Metal Foam and Water): Experiments were 
also performed using water as the fluid phase. An experimental 
setup similar to the one used for the metal foam and air experi­
ments was used for this purpose (see Calmidi, 1998). The main 
difference between the two was a thin plexiglass enclosure that 
was used to contain the water within the void spaces of the metal 
foam. 

The experimental procedure was the same as that for air. The 
main difference was in the time taken to reach steady state which 
was around two hours. The measured thermal conductivity values 
are listed in column 5 of Table 1. 

Error Analysis: The main sources of error in the experiment 
are due to the errors in measurement and those due to conduction 
losses through the thermocouples and the insulating styrofoam. As 
noted earlier, buoyancy effects are negligible since the heating is 
from above. Also, the contact resistance due to the brazing can be 
neglected because of the high effective conductivity of the brazed 
layer. The effect of brazing is to introduce an error in the estima­
tion of L„„ the distance between the two aluminum plates. This 
error is estimated to be one percent of the dimension. The errors in 
the estimation of q and A„, were 2 percent and 1.6 percent, 
respectively. The combined error (thermocouple calibration and 
the resolution of the data acquisition device) in the estimation of 
AT, the temperature difference is 0.3°C. However, the temperature 
difference was varied up to a maximum of about 15°C. Thus, the 
percentage error in the estimation of AT is 2.0 percent. Based on 
the conductivity of the styrofoam (0.029 W/m-K), the heat loss 
through the insulation was estimated to be less than 0.5 percent of 
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Fig. 3 Experimental data given in Table 1 plotted along with empirical correlation (Eq. (4)) 

0.12 

the heat input. The heat conducted away by the thermocouples is 
insignificant and is neglected. Based on the preceding errors, the 
total error in the measurement of the thermal conductivity is 
estimated, using the quadrature sum (Taylor, 1980), to be ±3.5 
percent. For the experiments conducted with water as the fluid 
phase, there is an additional error introduced due to heat conduc­
tion through the plexiglass enclosure. Based on the thermal con­
ductivity and the dimensions of the plexiglass enclosure, the total 
error in the measurement of the thermal conductivity is increased 
to ±3.6 percent. 

Empirical Correlation: Based on the experimental data col­
lected, as described above, an empirical correlation was developed. 
When the heat conducted through the solid and fluid phases is in 
parallel, the effective thermal conductivity is given by Eq. (1). 
Based on Eq. (1), the following equation was postulated: 

^= e +A(l - e ) " ' (4) 

The best fit was obtained for n = 0.763. However, the value of 
A was found to be 0.181 for air and 0.195 for water. The maximum 
and average absolute errors were found to be 6.9 percent and 3.7 
percent for air and 7.5 percent and 3.1 percent for water, respec­
tively. The experimental data in Table 1 along with the empirical 
correlation given in Eq. (4) are shown in Fig. 3. 

Analytical Model 
In this section, an analytical model is developed based on the 

structure of the metal foam matrix. First, a periodic structure for 
the metal foam is postulated and then one-dimensional conduction 
analysis is performed in the periodic structure to derive the effec­
tive thermal conductivity. 

Representation of the Metal Foam Structure: In reality, the 
structure of the metal foam is a complex one and it would be 
difficult to accurately capture its nuances to every bit of detail. 
However, there is a fair degree of uniformity associated with the 
structure which enables it to be treated in a semi-empirical manner. 
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As mentioned before, the structure of the metal foam consists of 
dodecahedron-like cells with 12-14 pentagonal or hexagonal 
faces. The edges of the cells are formed by the individual fibers. 
We represent this structure by a two-dimensional hexagonal array 
where the fibers are the edges of the hexagons (Fig. 4). The 
lumping of material at the points of intersection of the fibers is 
taken into account in the structure by a square. It is noted here that 
the area of cross section of the fibers (and of the intersection) is 
more important than the exact shape itself. Since the structure 
shown in Fig. 4 is periodic, it is convenient to consider a unit cell 
(Fig. 5). The conductivity of the unit cell is thus representative of 
the effective thermal conductivity of the metal foam. This method 
has been successfully used in the past (Kunii and Smith, 1960; 
Zehner and Schlunder, 1970; Hsu et al, 1994; Hsu et al., 1995) to 
determine the effective conductivity of packed beds. In general, 
one-dimensional heat conduction is assumed in a two (or three) 
dimensional periodic structure. 

Effective Thermal Conductivity: We assume one-dimensional 
heat conduction in order to derive an analytical expression for the 
conductivity. The direction of heat flow is as shown in Fig. 5. Note 
that consistent with the assumption of one-dimensional conduction, 
the side faces are adiabatic. Although this assumption may not be true 

Unit Cell 

Fig. 4 Hexagonal structure of metal foam matrix 
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Fig. 5 Unit-cell representation of hexagonal structure 

locally, globally the heat transfer is indeed one-dimensional. For 
determining the effective thermal conductivity, the unit cell in Fig. 5 
can be divided into three layers in series. The conductivity of each 
layer, in turn, is derived separately by applying the parallel law of 
thermal resistances. 

In layer 1, the solid and fluid phases are in parallel. Their 
respective volumes are given by 

Vs = t(L + b)w and 

V}= t[3L - (L + b)]w. 

(5) 

(6) 

"w" in Eqs. (5), (6) is the width in the third direction (perpendic­
ular to the plane of the paper). The conductivity of layer 1 can be 
written as 

t(L + b) t[3L - (L + b)] 

" " - t(3L) K + 

Equation (7) can be simplified as 

(*, - kf) 
k{ = kf+ 5 

f(3L) 

b 1 + z 

k, (7) 

(8) 

In a similar manner, the conductivities of layers 2 and 3 can be 
written as 

After substituting for "t" from Eq. (11), the resulting quadratic 
equation in bIL can be solved for bIL as follows: 

b 

I 

-r + Jrl + 
# ' 

(1 1 + 

r 1 + 
4 

(14) 

bIL is plotted in Fig. 6 for different values of r. It should be noted 
that for r = 0.366, the fiber extends upto the right edge of the 
intersection (Fig. 5). Hence, Eq. (14) is not valid for r > 0.366. 
Equation (14) can be used in Eq. (12) to obtain the effective 
thermal conductivity of the unit cell in terms of the porosity "e" 
and the area ratio, "r." The final expression can be written as 

/ 

* ,= 
( 1 - r ) 

kf + 1 + • 
b\(ks- kf) 

k,+ 

b 

I 

kf + 
4r 

3~J3 
(ks - k. 

\\ 

II 
(15) 

where bIL is given by Eq. (14). 
To assess the validity of this model, we first consider the 

experimentally measured values for metal foam and air given in 
column 4 of Table 1. They are plotted in Fig. 7 as a function of 
1-e, the solid fraction. Different symbols have been used for 
samples of different pore sizes. Clearly, an excellent fit between 
the experimental data and the predicted values is obtained for r = 
0.09. 

Figure 8 shows the effective thermal conductivity of foamed 
materials (kjkf) as a function of the porosity for different values 
of kjkf. Also shown, along with experimental data, are curves for 
air (kjkf = 8226), and water (kjkf = 357). As expected, for 
kjkf = 1, ke = kf for all porosity values. As kjkf increases, kjkf 
also increases and all curves converge at kjkf = 1. 

kn = kf+l(ks 
'b 

and 

4 It 
km = kf+ 3~7J (ks~kf\z 

In Eq. (10), an "area ratio" r is defined as 

tw 

bw 

(9) 

(10) 

(11) 

By combining the three layers which are in series, the effective 
thermal conductivity of the unit cell can be written as 

L, + L2 + L 

kc. 

i i-i\ LJO L-/-1 , 
=—+—+~ 

k\ kn km 
(12) 

where, ku kn, and km are given by Eqs. (8), (9), and (10), respec­
tively, and L,, L2, and L3 are the heights of the three layers in 
Fig. 5. 

The solid volume fraction, 1-e, is the ratio of solid volume to 
the volume of the unit cell. For the assumed hexagonal geometry, 
it can be easily shown to be 

t(L + b) + (b - t)2b + [L^-- bj ~ 

( l - e ) = 7 ^ — • d3) 

3L L 
V3 

Discussion 
As was seen in the previous section, the area ratio r = 0.09 

results is excellent agreement with experiment results for both 
aluminum/air and aluminum/water systems. Due to the two-

0.40 
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Porosity 

1.00 
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1-8 
Fig. 7 Comparison of experimental results with model (Eq. (15)) for air (k, = 0.0265 W/m-K) 

dimensional nature of the assumed geometry, the ratio of the 
length scales of the fiber thickness to the intersection size is r1'2 = 
0.3. A close examination of the metal foam structure indices that 
r is not unique and it, in fact, varies. However, r"2 = 0.3 appears 
to be a representative value. Due to the one-dimensional conduc­
tion analysis, it is expected that the value of r is slightly under-
predicted since spreading effects are not included. Nevertheless, 
these effects are expected to be small due to the high conductivity 
of aluminum. The experimental data for both air and water suggest 

that there is no systematic effect of the pore density variation on 
the effective thermal conductivity. The implication is that the 
structure of the metal foam is more or less constant over the range 
of pore densities considered. This is in sharp contrast to the 
experimental data for air-saturated polyurethane foams from the 
Scott Paper Co. reported in the monograph (p. 137) by Kaviany 
(1995). However, the reported conductivity values are higher than 
the theoretical maximum given in Eq. (1). It is possible that 
buoyancy and radiation effects may not have been negligible for 
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Fig. 8 Effective thermal conductivity of foamed materials using Eq. (15) with r --
aluminum/air and aluminum/water is also shown, with model predictions. 
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low-conductivity polyurethane foams resulting in higher thermal 
conductivity values at larger pore densities. 

A comparison of the analytical (phase-symmetric) model of Hsu 
et al. (1994) with our experimental data indicates that their model 
overpredicts the thermal conductivity for metal foams. Further, the 
error systematically increases with an increase in the solid fraction, 
1-e. A possible explanation for this might lie in the extension of 
the experimentally observed low solid conductivity asymptote 
result of Zehner and Schlunder (1970) to the low fluid conductivity 
asymptote by invoking phase symmetry among the solid and fluid 
phases. Tien and Vafai (1979) have derived statistical upper and 
lower bounds for the effective thermal conductivity of fibrous 
insulations. Their three-dimensional model for randomly dispersed 
fibers was also compared with the experimental data obtained in 
this study. It was found that, in general, the data were close to the 
upper bound and orders of magnitude different from the lower 
bound. However, the recommended value of the cell geometry 
factor, G = j , was found unsuitable for accurate predictions of the 
thermal conductivity over the entire range of porosities considered. 

Summary 

The effective thermal conductivity of high-porosity fibrous 
metal foams has been investigated experimentally. Experiments 
have been conducted using both air and water as the fluid phases. 
An empirical correlation has been developed based on the exper­
imental data. A theoretical model has also been derived based on 
the hexagonal structure of the metal foam matrix. The model 
matches extremely well with the experimental results for both air 
and water for an area ratio value of 0.09. It is expected that the 
experimentally validated model for the thermal conductivity will 
be helpful in the evaluation of metal foams as possible candidates 
as heat sinks in electronic cooling applications. 
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Dimensional Analysis in Heat Transfer 

T. M. Dalton1 and M. R. D. Davies1 

Introduction 
The object of dimensional analysis is to reduce the number of 

parameters in a problem for ease of calculation and experimental 
economy. It follows that the best analysis will produce the mini­
mum number of nondimensional groups. As these groups have 
physical significance, the nondimensionalizing technique must al­
ways produce the correct scaling groups, and it might also be 
expected that this method should be applicable to a wide range of 
problems. The technique must, in short, be concise, correct, and 
consistent. 

The genesis of dimensional analysis is outlined by White (1994) 
and Ensault-Pelterie (1950), it can be traced back to Fourier (1822) 
through the work of Rayleigh (1877) and the Pi theorem of 
Buckingham (1914). 

Ehrenfest-Afanassjewa (1916) is attributed with first suggesting 
the method of expressing the governing equations in nondimen­
sional form to derive the governing nondimensional constants, 
subsequently named inspectional analysis by Ruark (1935). It is a 
modification of this method which is the subject of this paper. In 
inspectional analysis each parameter in the governing equations is 
nondimensionalized by a reference parameter. It is based on the 
principle that two systems with identical governing equations and 
boundary conditions will have identical solutions. This is the 
condition of similarity. If the equations and boundary conditions 
are written without dimensions, the principle still holds and great 
generality is achieved. The method is now widely found in college 
level texts. In all the published work, the reference parameters 
include boundary conditions and therefore for each new boundary 
condition type the process must be repeated. In this analysis, the 
rescaled groups which arise from the governing equations are 
separated from those arising from the boundary conditions. This is 
shown to have a number of advantages over any previously re­
ported techniques: First, if possible, it derives the reference pa­
rameters for each variable from the governing equations, thereby 
avoiding any confusion in their choice; secondly, it represents a 
straightforward method to produce the minimum number of scal­
ing groups; thirdly, it reduces the effort of inspectional analysis to 
just nondimensionalizing the boundary conditions; and, finally, it 
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low-conductivity polyurethane foams resulting in higher thermal 
conductivity values at larger pore densities. 

A comparison of the analytical (phase-symmetric) model of Hsu 
et al. (1994) with our experimental data indicates that their model 
overpredicts the thermal conductivity for metal foams. Further, the 
error systematically increases with an increase in the solid fraction, 
1-e. A possible explanation for this might lie in the extension of 
the experimentally observed low solid conductivity asymptote 
result of Zehner and Schlunder (1970) to the low fluid conductivity 
asymptote by invoking phase symmetry among the solid and fluid 
phases. Tien and Vafai (1979) have derived statistical upper and 
lower bounds for the effective thermal conductivity of fibrous 
insulations. Their three-dimensional model for randomly dispersed 
fibers was also compared with the experimental data obtained in 
this study. It was found that, in general, the data were close to the 
upper bound and orders of magnitude different from the lower 
bound. However, the recommended value of the cell geometry 
factor, G = j , was found unsuitable for accurate predictions of the 
thermal conductivity over the entire range of porosities considered. 

Summary 

The effective thermal conductivity of high-porosity fibrous 
metal foams has been investigated experimentally. Experiments 
have been conducted using both air and water as the fluid phases. 
An empirical correlation has been developed based on the exper­
imental data. A theoretical model has also been derived based on 
the hexagonal structure of the metal foam matrix. The model 
matches extremely well with the experimental results for both air 
and water for an area ratio value of 0.09. It is expected that the 
experimentally validated model for the thermal conductivity will 
be helpful in the evaluation of metal foams as possible candidates 
as heat sinks in electronic cooling applications. 
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nondimensionalized by a reference parameter. It is based on the 
principle that two systems with identical governing equations and 
boundary conditions will have identical solutions. This is the 
condition of similarity. If the equations and boundary conditions 
are written without dimensions, the principle still holds and great 
generality is achieved. The method is now widely found in college 
level texts. In all the published work, the reference parameters 
include boundary conditions and therefore for each new boundary 
condition type the process must be repeated. In this analysis, the 
rescaled groups which arise from the governing equations are 
separated from those arising from the boundary conditions. This is 
shown to have a number of advantages over any previously re­
ported techniques: First, if possible, it derives the reference pa­
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provides a systematic way of dealing with a variety of boundary 
conditions. 

Theory 
The methodology is as follows. At the greatest level of gener­

ality are the family equations which would include all possible 
fluid phenomena. At the next level are the genus equations which 
describe different types of flows. In this analysis, the parameters in 
these equations are written in nondimensional form in order to 
derive a set of equations with the minimum number of constants. 
This generates the genus level nondimensional groups and a def­
inition of the nondimensional dependent and independent vari­
ables, without reference to any boundary conditions. At the species 
level are the equations with their boundary conditions; these con­
ditions generate the second set of nondimensional groups and 
again the aim is to keep these to a minimum. Combined, these 
form the complete set of nondimensional groups for a particular 
problem. 

In this paper, the method is demonstrated in detail for compress­
ible free convection with three types of boundary conditions and 
new results are presented. Many more examples of the method are 
shown in Dalton and Davies (1997). 

Compressible Natural Convection. Equations (la) to (le) 
are the closed set of equations for compressible, steady naturally 
converting flow in two dimensions which include the gravity 
force, but internal heat generation, viscous dissipation and com­
pressive work are neglected. Similar terms are omitted. 
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To nondimensionalize these equations, dimensionless quantities 
are introduced as follows: 

'A 
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B' D 

y_ 
D' 

T* = (2) 

where A, B, C, D, and E have the units of density, velocity, 
pressure, length, and temperature, respectively. In the literature, 
these reference values are functions of boundary conditions, fluid 
properties, and a characteristic length. In this analysis, however, 
generality will be preserved until the boundary conditions of a 
particular problem are considered. As will be shown, different 
groups arise from different boundary conditions, but the same 
equations always give the same groups. Incorporating Eq. (2) into 
the governing equations and simplifying gives 
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The procedure is to minimize the number of groups and to define 
the reference parameters A-E. This is achieved by letting all the 
remaining groups equal unity, except where a group comprises just 
physical constants: If a group consisting of just physical constants 
was set equal to unity it would make an incorrect physical state­
ment about the fluid. The result of this reduction is the simplest 
possible definition of the reference parameters 

A = M .-&. c-fc 
and the nondimensional variables are 

* - ? • (4) 

w 71* 
TR pDyjDg 

P-

D' y D 
(5) 

Including these nondimensional variables, the equations are stated 
in their most general form: They are independent of the boundary 
conditions of a specific problem, and they contain only one 
constant—the Prandtl number. 

Application of Nondimensional Boundary Conditions 
Each boundary condition has the possibility of introducing a 

nondimensional group; the aim is therefore to specify the problem 
with the minimum number of boundary conditions. Each condition 
must be specified in terms of what is known a priori of a solution. 

Consider an infinitely long cylinder of radius Rc, suspended 
centrally within an isothermal cylindrical enclosure of radius Rc 

and temperature Te. A pressure p, is set in the enclosure prior to 
the temperature difference between the cylinder and the enclosure 
being established—this sets the pressure datum. From Eq. (5), with 
a characteristic length Re, the nondimensional enclosure condi­
tions are therefore 

- J — ; andat;t*2 + y * 2 = ™ , T* = ~ . 
/ M S / \ ^ / \Rc8) 

Three types of boundary conditions are considered on the surface 
of the suspended cylinder: case 1, an isothermal surface; case 2 an 
isoflux surface and, case 3, a trigonometric surface temperature 
distribution. 

Case 1: At x*2 + y*2 = 1, T* 

Case2: Atx*2 + y*1 = 1, q* = 

Case 3: At x*2 + y*2 = 1, T* 
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Thus the governing dimensionless groups for each case are as 
follows. 
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Case 3: 
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In each case pressure was substituted by the ideal gas law, with the 
temperature defined at the enclosure wall to define a reference 
density, so that the groups have a similar format to the Grashof 
number. The relative ease with which any type of boundary con­
dition may be analyzed is clear. 

In case 1, for example, any nondimensional dependent variable, 
i|/*, may be written as 

f(ip*,Pr,Gv,mT*,T*,x*,y*) = 0, (7) 

where 

, TSR ^ TeR 
T*=-jf- and T*=-£-, 

Reg Reg 
and Gr„, is the modified Grashof number expressed without tem­
peratures, {p2,Rlglii2). Taking a heat balance at the wall of the 
cylinder, 

Nu: 
hR„ 1 

(T* 

dT* 

dr* 
(8) 

Assuming that the temperature is the dependent variable in Eq. (7), 
and, that it can be written as an explicit function, then 

Nu = g(Pr, Gr„„ T*„ T% cj>). (9) 

There is a reduction from ten parameters to six nondimensional 
groups. The surface mean Nusselt number is then 

Nu = £(Pr, Gr„„r* 7*). (10) 

This shows that for fully compressible free convection, the Nusselt 
number is dependent upon the scaled absolute temperatures and 
the temperature difference, as arises from the Boussinesq approx­
imation. It is known that in air free convection this approximation 
breaks down at modest temperature differences, approximately 25 
K. Greater accuracy in data correlation will therefore be found if 
the above parameters are used in place of the traditional Grashof 
and Prandtl description. 

This example illustrates the utility of the described method. It is 
applicable to all systems described by known equations with 
known boundary conditions. The authors will publish many such 
examples in the future. 
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Comparative Analysis of Different 
Models for the Turbulent 
Prandtl Number 
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R. F. Miranda3 

Nomenclature 

cp = specific heat at constant pressure 
cf = friction coefficient, IrJipUl) 
k = molecular thermal conductivity 

km, kH = mixing-length constants for momentum and heat, re­
spectively (Eq. 15) 

Pr = Prandtl number (via) 
q„ = wall heat flux 
Re = Reynolds number (Uxx/v) 
St = local Stanton number = qJpcpU„(Tw — Tx) 
T = time-averaged temperature 

r» = temperature of free stream 
T„ = temperature at wall surface 

u = time-averaged velocity in x-direction 
u'v'= turbulent shear stress 

u+ = mean velocity in wall coordinates (u/u*) 
U„ = velocity at outer edge of boundary layer 
u* = shear velocity (Vr„/p) 

v = time-averaged velocity in y-direction 
v' V = turbulent heat flux 

x = distance measured in direction of mean flow 
y = distance measured in direction normal to mean flow 

y+ = distance from wall in wall coordinates (yu*/v) 
a = thermal diffusivity 
8 = velocity boundary layer thickness 
v = kinematic viscosity coefficient 
p = density 

T0 = wall shear stress 

Introduction 

The turbulent Prandtl number (Pr,) is defined as the ratio of 
eddy diffusivity of momentum (eM) to eddy diffusivity of heat 
(e„). Various assumptions have been made about the turbulent 
Prandtl number and several expressions have been proposed in 
attempts to predict the mean temperature profile and the average 
heat transfer coefficient in the boundary layer (Bagheri et al., 
1992). The turbulent Prandtl number was developed by analogy 
with its molecular counterpart (the Prandtl number, Pr) although it 
is normally considered to be largely a function of the type of flow 
rather than the fluid properties (Antonia and Kim, 1991). The 
simplest one of all attempts and analogies is the Reynolds analogy 
which implies a turbulent Prandtl number of unity (Bagheri et al , 
1992). 

Since the 1950s, many researchers have been studying the 
dependence and behavior of the turbulent Prandtl number, both 
experimentally and analytically, mainly for the case of wall flows. 
Despite these past efforts, uncertainty remains. The first to propose 

1 Graduate Student. Currently with UNICAMP-FEM-Campinas SP, Brazil 
13081 970. 

2 Associate Professor of UNIT-Centro Universitario do Triangulo, Uberlandia 
MD, Brazil 38400 000. 

3 Associate Professor of Department of Mechanical Engineering, Universidade 
Federal de Uberlandia, Uberlandia MG, Brazil 38400 902. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Aug. 6, 1997; 
revision received, Dec. 1, 1998. Keywords: Boundary Layer, Forced Convection, 
Heat Transfer, Turbulent. Associate Technical Editor: R. Boyd. 

Journal of Heat Transfer MAY 1999, Vol. 121 / 473 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Case 2: 

Case 3: 

\i,cr 

k ' 

PC,, 

p]R\g 

^ ' 

p}R]g 

TeR 

Rcg' 

TeR 

qsR 

kg • 

TaR Cos <j> 

M* Rcg' Rcg 

In each case pressure was substituted by the ideal gas law, with the 
temperature defined at the enclosure wall to define a reference 
density, so that the groups have a similar format to the Grashof 
number. The relative ease with which any type of boundary con­
dition may be analyzed is clear. 

In case 1, for example, any nondimensional dependent variable, 
i|/*, may be written as 

f(ip*,Pr,Gv,mT*,T*,x*,y*) = 0, (7) 

where 

, TSR ^ TeR 
T*=-jf- and T*=-£-, 

Reg Reg 
and Gr„, is the modified Grashof number expressed without tem­
peratures, {p2,Rlglii2). Taking a heat balance at the wall of the 
cylinder, 

Nu: 
hR„ 1 

(T* 

dT* 

dr* 
(8) 

Assuming that the temperature is the dependent variable in Eq. (7), 
and, that it can be written as an explicit function, then 

Nu = g(Pr, Gr„„ T*„ T% cj>). (9) 

There is a reduction from ten parameters to six nondimensional 
groups. The surface mean Nusselt number is then 

Nu = £(Pr, Gr„„r* 7*). (10) 

This shows that for fully compressible free convection, the Nusselt 
number is dependent upon the scaled absolute temperatures and 
the temperature difference, as arises from the Boussinesq approx­
imation. It is known that in air free convection this approximation 
breaks down at modest temperature differences, approximately 25 
K. Greater accuracy in data correlation will therefore be found if 
the above parameters are used in place of the traditional Grashof 
and Prandtl description. 

This example illustrates the utility of the described method. It is 
applicable to all systems described by known equations with 
known boundary conditions. The authors will publish many such 
examples in the future. 

Acknowledgments 

The authors would like to thank PEI Technologies for the 
financial support for this research. 

References 
Buckingham, E., 1914, "On Physically Similar Systems: Illustrations on the Use of 

Dimensional Equations," Physics Review, Vol. 8, No. 4, pp. 345-376. 
Dalton, T., and Davies, M. R. D„ 1997, "Convection Dimensional Analysis," 

ASME HTD-Vol. 346, pp. 33-39. 
Ehrenfest-Afanassjewa, T., 1916, "Der Dimensionsbegriff und der Analytische Bau 

Physikalischer Gleichungen," Math. Anal., Vol. 27, pp. 259-278. 
Esnault-Pelterie, R„ 1950, Dimensional Analysis and Metrology, F. Rouge & Co. 

Lausanne. 
Fourier, J., 1822, Analytical Theory of Heat (translation by A. Freeman, 1878, 

Cambridge). 
Rayleigh, Lord, 1877, Theory of Sound, 1st Ed., Macmillan and Co., London, p. 

280. 
Ruark, A. E., 1935, "Inspectional Analysis: A Method which Supplements Dimen­

sional Analysis," Journal of the Mitchell Society, Vol. 51, pp. 127-133. 
Shames, I., 1992, Mechanics of Fluids, 3rd Ed., McGraw-Hill, New York, p. 310. 
White, F. M„ 1994, Fluid Mechanics, 3rd Ed., McGraw-Hill, New York, p. 254. 

Comparative Analysis of Different 
Models for the Turbulent 
Prandtl Number 

M. C. Silva1, L. C. De Lima2, and 
R. F. Miranda3 

Nomenclature 

cp = specific heat at constant pressure 
cf = friction coefficient, IrJipUl) 
k = molecular thermal conductivity 

km, kH = mixing-length constants for momentum and heat, re­
spectively (Eq. 15) 

Pr = Prandtl number (via) 
q„ = wall heat flux 
Re = Reynolds number (Uxx/v) 
St = local Stanton number = qJpcpU„(Tw — Tx) 
T = time-averaged temperature 

r» = temperature of free stream 
T„ = temperature at wall surface 

u = time-averaged velocity in x-direction 
u'v'= turbulent shear stress 

u+ = mean velocity in wall coordinates (u/u*) 
U„ = velocity at outer edge of boundary layer 
u* = shear velocity (Vr„/p) 

v = time-averaged velocity in y-direction 
v' V = turbulent heat flux 

x = distance measured in direction of mean flow 
y = distance measured in direction normal to mean flow 

y+ = distance from wall in wall coordinates (yu*/v) 
a = thermal diffusivity 
8 = velocity boundary layer thickness 
v = kinematic viscosity coefficient 
p = density 

T0 = wall shear stress 

Introduction 

The turbulent Prandtl number (Pr,) is defined as the ratio of 
eddy diffusivity of momentum (eM) to eddy diffusivity of heat 
(e„). Various assumptions have been made about the turbulent 
Prandtl number and several expressions have been proposed in 
attempts to predict the mean temperature profile and the average 
heat transfer coefficient in the boundary layer (Bagheri et al., 
1992). The turbulent Prandtl number was developed by analogy 
with its molecular counterpart (the Prandtl number, Pr) although it 
is normally considered to be largely a function of the type of flow 
rather than the fluid properties (Antonia and Kim, 1991). The 
simplest one of all attempts and analogies is the Reynolds analogy 
which implies a turbulent Prandtl number of unity (Bagheri et al , 
1992). 

Since the 1950s, many researchers have been studying the 
dependence and behavior of the turbulent Prandtl number, both 
experimentally and analytically, mainly for the case of wall flows. 
Despite these past efforts, uncertainty remains. The first to propose 

1 Graduate Student. Currently with UNICAMP-FEM-Campinas SP, Brazil 
13081 970. 

2 Associate Professor of UNIT-Centro Universitario do Triangulo, Uberlandia 
MD, Brazil 38400 000. 

3 Associate Professor of Department of Mechanical Engineering, Universidade 
Federal de Uberlandia, Uberlandia MG, Brazil 38400 902. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Aug. 6, 1997; 
revision received, Dec. 1, 1998. Keywords: Boundary Layer, Forced Convection, 
Heat Transfer, Turbulent. Associate Technical Editor: R. Boyd. 

Journal of Heat Transfer MAY 1999, Vol. 121 / 473                                                           Copyright © 1999  by ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a modification of the Reynolds analogy was Jenkins (Cebeci, 
1973) who considered the motion of a spherical element of fluid 
across a flow. During the time of flight, it would lose heat by 
simple conduction and its surface temperature would vary linearly 
with the time of motion. Using the formula for the average tem­
perature of a sphere, Jenkins obtained an expression for e„, com­
bined it with an expression of eM and used it to model Pr,. Because 
the predictions of Jenkins were too high in comparison with 
experiments, various researchers modified his model but in prin­
ciple maintained the basic idea. Some of them were Deissler and 
Sleicher and Tribus (Reynolds, 1975). 

As highlighted by Antonia and Kim (1991) there was still 
significant confusion about the manner in which Pr, varied across 
a turbulent boundary layer. However, the review of Reynolds 
(1975) on different analytical ways of predicting Pr„ the measure­
ments by Blom (1970), Fulachier et al. (cited by Hammond, 1985), 
Blackwell et al. (cited by Kays, 1974), Snijders et al. (1983), and 
more recently the survey of Kays (1994) on the available experi­
mental data on Pr, have helped to clarify even more its behavior. 

The objective of this note is to compare with experiment the 
predictions of different models for Pr, in a flat-plate zero-pressure 
gradient air boundary layer. 

Governing Equations 
For a steady two-dimensional constant property turbulent air 

boundary layer over a flat plate with negligible body force, neg­
ligible viscous dissipation, and no pressure gradient, the governing 
equations can be expressed as follows: 

Continuity Equation. 

du 8v 

dx oy 

Momentum Equation. 

dx 

Energy Equation. 

dT 

du du 8 
U h V — = 

dy 8y 

dT 8 
u — + v — = — 

dx dy dy 

du 
(v + eu) — 

8T 

and the definition of the turbulent Prandtl number is 

_ e„_ _ ~u~W{dTldy) 
r ' eH v'V{dUldy)' 

(D 

(2) 

(3) 

(4) 

Substituting for eH in Eq. (3) and after slightly rearranging, the 
energy equation becomes 

dT 8T 
u -—h v — : 

dy dx 

d 

3y 

1 ew/"l dT 
P r + Pr, J ~dy }• (5) 

The conservation of mass and momentum Eqs. (l)-(3) requires 
specification of the velocity components at the wall and at the free 
stream. That is, 

y = 0: u = 0, v= 0 

y -H>OO; u = Ua, v = 0. (6) 

Doing the same for the thermal energy equation requires spec­
ification of the temperature at the wall and in the free stream: 

y = 0: T = Tw 

y-»°o: T= To,. (7) 

In order to solve Eqs. (1), (2), and (5) with their corresponding 
boundary conditions, a turbulence model has to be introduced to 

evaluate the eddy quantities eM and eH and consequently the 
turbulent Prandtl number Pr,. 

After Chyou (1991), the theory of turbulent wall shear layers is 
still in a state of intense study, and new breakthroughs are contin­
ually in sight. But the simplest of all the schemes proposed remains 
the very old Prandtl mixing-length model, and with new informa­
tion available on the very important behavior of the viscous 
sublayer, the mixing-layer model provides a remarkably adequate 
basis for many engineering applications especially for some simple 
flow patterns. The following calculations were based on this tur­
bulence model: 

\du/8y\. (8) 

To evaluate the mixing length t, the outer region of the boundary 
layer and the near wall region must be considered separately. Still, 
after Chyou (1991) and for flows remote from walls, t is usually 
taken as uniform across the layer and proportional to the thickness 
of the layer. For a boundary layer on a wall, the variation of t in 
the outer part is similar to that in free turbulent flows, but t is 
proportional to the distance from the wall for the near-wall region. 
The coefficient of proportionality between the Prandtl mixing-
length L and the thickness of the layer is normally the Von Karman 
constant K = 0.41, that is i = 0.41y. 

However for the region close to the wall and the viscous 
sublayer, Eq. (8) needs to be modified. The Van Direst's hypoth­
esis was applied to the wall region as 

i = 0.41y[l - exp( - y+/A+)] (9) 

where A + = 26 (the Van Driest's constant) andy+ a dimension-
less distance defined as y+ = y{r0lp)mlv. 

The eddy-viscosity expression based on Prandtl's mixing length 
modified by Van Driest for the inner viscous sublayer will be 

eMi = 0.16y2[l - exp(-y+ /A+)]2 |5«/3y|. (10) 

For the outer region, the eddy-viscosity expression is given by 

eMo = 0.0168£/„S*y (11) 

where y is the Klebanoff's intermittence factor under the formula 

7 = [1 + 5 . 5 ( y / 8 ) 6 r ' (12) 

and S* the boundary layer displacement thickness defined as 

S* = 
£/. 

dy. (13) 

The limit between both regions is determined by the condition 
where em = eMo. 

Equations (1), (2), and (5) were numerically discretized and 
solved by a Tri-Diagonal Matrix Algorithm Method as outlined by 
Pereira Filho (1974) and De Lima (1992). In the numerical anal­
ysis, the velocities u and v and the temperature T are nondimen-
sionalized by (w/£/„), (v/l/„) and [(T - T„)/(T„ - 7/J], re­
spectively, x and y are nondimensionalized by f(jc) = /* (UJ 
v)dx and TJ(X, y) = y{UJv{2t;)"), respectively. The finite 
difference equations used a variable grid in the rj-direction which 
permits shorter steps close to the wall and longer steps away from 
the wall (Cebeci, 1970). The grid has the property that the ratio of 
lengths of any two adjacent intervals is a constant; that is, AT); = 
BAT/;-!. The distance to they'th grid line is given by the following 
formula: 

K> - 1 
j = 0, 1, 2, 3 AT, (14) 

where 17, is the length of the first step, and K the ratio of two 
sucessive steps and are chosen as 10~5 and 1.03, respectively. The 
computer program used in this study has a capacity of 300 points 
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Fig. 1 Experimental and calculated turbulent Prandtl number 

in the -redirection. In the ^-direction, there is no restriction on the 
number of steps. The numerical procedure is repeated until the 
maximum relative change of all the variables over the entire fields 
on iterations satisfies a convergence criterion of 1CT4. The com­
putations were performed on a IBM 3090 computer and it took 
three seconds of CPU time per step in the ^-direction. 

The calculations were started with an initial velocity profile 
based on the concept of friction velocity and the logarithmic laws 
of the wall. Since the velocity and temperature profiles are de­
coupled for nonbuoyant flows, velocity fields were solved first. 
Thereafter the temperature field was solved with an initial one-
seventh profile. 

Analyses of Experimental Data and Models for Pr, 
Figure 1 presents a series of experimental data for Pr, taken from 

different authors (Hammond, 1985). All experiments were for air 
flows over a flat plate. The experimental data of Blackwell et al. 
show that the turbulent Prandtl number goes to values greater than 
one when y* < 30. The region where y+ < 30 is identified as the 
viscous sublayer region, and it is noticeable that data of Snijders et 
al. (1983) for that region shows the same behavior as that of 
Blackwell et al. However, some experimental points of Fulachier 
and Blom (1970) do not show this same behavior and this could be 
attributed to experimental uncertainty. It is difficult to obtain 
reliable measurements of u' v' and v' T in the near wall region and 
this is reflected in the relatively large scatter in published mea­
surements of Pr, in that region. Notwithstanding, it is possible to 
observe that the trend of the turbulent Prandtl number in the 
sublayer region is pointing to a value greater than 1. 

In the region 30 < y+ < 200, all experimental data show a 
trend where the average turbulent Prandtl number seems to be 
around 0.9. This would be the most probable value of Pr, in the 
log-law region where the experimentalists' results have the least 
uncertainty. For example, Snijders et al. (1983) determined that for 
the region 30 < y+ < 100 the value found for Pr, is 0.9 ± 0 . 1 ; 
and in the extended range of 30 < y+ < 300, the turbulent 
Prandtl number would be 0.86. Even considering Pr, constant and 
0.9 in that region, there is an uncertainty estimated by Snijders of 

about 11 percent. This emphasizes even more the complex nature 
of Pr, as compared to its values in the log-law region where almost 
all the experimental data of Pr, converge to a constant value. 

The region y+ > 300 is identified as the wake region; and as 
can be seen in Fig. 1, the influence of the free-stream conditions is 
felt and Pr, differs from its log-law value. As verified in the 
sublayer region, experimental data in the wake region is somewhat 
divergent. For example, while data of Snijders et al. point to Pr, as 
being greater than 1.0 in that region, other experimental data by 
Blom, and by Fulachier et al., indicate that Pr, approaches values 
smaller than 0.5 for y+ close to 1000. Chambers et al. (1985) 
reported that Fiedler investigated a slightly heated two-
dimensional shear layer and observed that the transport of heat was 
primarily due to a large scale vortical motion; and a value of Pr, of 
about 0.3 in the almost fully turbulence region of this flow can be 
inferred. Chambers et al. (1985) affirm also that the wake region 
can be identified with a large spectral coherence, having a close 
similarity between spectra of the lateral velocity fluctuation and of 
temperature and, a small value, typically about 0.4 for Pr, can be 
inferred either from measurements or from calculations based on 
self-preserving mean velocity and mean temperature distributions. 
Speculatively they affirm that an inverse relationship may exist 
between parameters such as Pr, and the coherence of the flow. 
Bagheri et al. (1992) measured Pr, and space-time temperature 
correlation in an incompressible turbulent boundary layer air flow 
over a heated flat plate at zero pressure gradient for three different 
temperature difference cases. For the wake region they concluded 
that Pr, gradually decreases to a value of about 0.6 ± 0.05 close the 
boundary layer edge. This region is characterized by a high inten­
sity of turbulence, high thermal diffusivity, high degree of orga­
nization of the mixing layer as in jet flow and in the central part of 
pipe flow. So it might be reasonable to consider that in the wake 
region, Pr, will approach 0.5 when y+ is close to 1000. 

Now, consideration will be given to various analytical models of 
Pr, as depicted in Fig. 1. Cebeci (1973) proposed a model for Pr, 
which is dependent upon the distance of the wall and it is a 
follows: 
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Pr,= 
kjjl - e x p ( - y + M + ] 

U l - e x p ( - y + / f l + ] 
(15) 

where km = 0.4, kH = 0.44, A+ = 26 and fi+ is given by the 
following equation: 

1 

,/Pr 
X C,(log10Pr)'- (16) 

being C, = 34.96, C2 = 28.79, C3 = 33.95, C4 = 6.33, and 
C5 = -1 .186, as suggested by Na and Habib (Cebeci, 1973). 

Cebeci's model indicates that close to the wall Pr, increases as 
the wall is approached and remains constant («* 1.4) within the 
viscous sublayer. In the range when y+ > 100, Pr, calculated by 
Cebeci's model fall to about 0.9 until y+ = 1000. 

Based on experimental data, Kays and Crawford (Kays, 1994) 
suggested the following expression for the turbulent Prandtl num­
ber: 

Pr, = 0.5882 + 0.228(ew/iO 

- 0 . 0 4 4 1 ( e M M : 1 — exp 
-5 .165 

(17) 

At the wall, Eq. (17) gives a value of about 1.7 and having a sharp 
decrease where y+ = 6. For y+ > 30 and extending to the edge 
of the boundary layer, Eq. (17) gives a value of Pr, close to 0.85. 
As can be seen in that equation, the model of Kays and Crawford 
depends exclusively on eMlv. This model follows closely the 
experimental data in the log-law region. However, it does not 
follow the trend of the experimental data in the "wake" region. In 
the viscous sublayer the model of Kays and Crawford follow data 
of Balckwell et al. mainly when y+ > 10. 

Wassel and Catton (1973) have proposed an expression for Pr, 
which is also dependent on ejv. Their expression is 

Pr,= 
c3 

Ci Pr 

/ ~c* V 1 cxpW*)JJ 
h ( ~Ci 

I1 c x p U ( e M M 
)] 
) \ 

(18) 

where C, = 0.21; C2 = 5.25; C3 = 0.20 and C4 = 5.0. Their 
model shows constancy of Pr, («» 1.3) within the viscous sublayer 
(y + < 10) as can be seen in Fig. 1. In the range 10 < y + < 30, 
their expression sharply falls to about 1.0. When y+ > 30, Eq. 
(18) maintains Pr, = 0.9 until the edge of the boundary layer. 

Blom (1970) presented an expression for Pr, which is dependent 
on the "wall" velocity u+, under the following form: 

PV 
x724 

?'- 1 - x - x72 - *76 
(19) 

where x = 0.4« + . 
The expression of Blom, as depicted in Fig. 1; shows that Pr, 

increases with y + . There is a sharp rise until y+ = 30 and an 
attenuated rise when y+ > 30. It is interesting to observe that the 
model of Blom does not show the same trend as his experimental 
data on Pr, does; i.e., in his model there is no presence of constant 
Pr, on the log-law region which is basically common to all ana­
lytical models and experimental data dealt with in this study. 

A very simple model was proposed by Kays (1994) and it is 
shown in the Fig. 1. The expression for his model is 

Pr, = 0.7/[Pr(eM/v)] + 0.85. (20) 

As can be verified in Fig. 1, the model proposed by Kays 
follows closely the experimental data of Blackwell et al. in the 
range 10 < y+ < 300 and in the "wake" region (y+ > 300). It 
maintains a value around 0.9 until the edge of the boundary layer. 

Thomas (cited by Reynolds, 1975) proposed a model for Pr, 
which is dependent of Pr, eM/v, y + , and cf (friction coefficient). 
His model is given by 

Pr+ (iVeM)-exp 

Pr,= 

P r ? C / y + 

I + (v+ eM) exp 
1 V 

(21) 

where c, = jJ(pUl/2). As plotted in Fig. 1, the model of Thomas 
gives a value of one to Pr, for y+ < 5, thus applying Reynolds 
analogy near the wall. In the range 5 < y+ < 30, his model leads 
Pr, to the value of 0.7 and maintain that value until the edge of the 
boundary layer. It is interesting to observe that the model of 
Thomas was the only one which diverged from the well-
recognized mean value (0.9) of Pr, in log-law region. 

Rotta (cited by Wassel and Catton, 1973) suggested an expres­
sion for Pr, as a function exclusively of the coordinate y and the 
boundary layer thickness 8. The model of Rotta is given by 

Pr, = 0.95 -0 .45(y /S) 2 (22) 

Although the model of Rotta was suggested for the outer region 
(y/S > 0.1), many authors extended his model to the wall. As can 
be seen in Fig. 1, the model of Rotta gives a value of 0.95 to Pr, 
until the beginning of the wake region (y+ = 300); and in the 
wake region, Pr, decreases to 0.5 when y + « 2000. The model of 
Rotta is the only one which followed the trend of the experimental 
data of decreasing to 0.5 at the edge of the boundary layer (y + = 
1000) although phased to y+ = 2000. 

Lu and Hetsroni (1995) performed direct numerical simulation 
(DNS) in a turbulent open-channel flow with passive heat transfer, 
and their results are shown in Fig. 1. It is known in the literature 
that DNS simulation demands supercomputers, grid with fine 
resolution and long time of computation when compared to con­
ventional finite difference methods. Results of Lu and Hetsroni for 
Pr, are restricted to y+ < 100. They demonstrated that the 
turbulent Prandtl number close to the wall is smaller than one, 
being 0.2 at the wall; and in the range 10 < y+ < 100, their 
results follow other DNS investigations as, for example, results of 
Antonia and Kim (1991) and Kim and Moin (1989). To our 
knowledge, the only model for Pr, which show such behavior is 
that of Blom. Even more interesting to observe is that most of the 
published experimental data on Pr,, for the sublayer region, point 
to values greater than one. The results of DNS simulation per­
formed by Kim and Moin and results by Lu and Hetsroni show a 
peak of Pr, around y+ = 40. Such a peak was not observed in any 
experimental data studied in this note. 

There is a common understanding (Kays, 1994) that DNS cal­
culations are probably more accurate in the region near the wall 
than the experimental data. In fact, Antonia and Kim (1991), 
performing direct numerical simulations of a slightly heated fully 
developed turbulent channel flow, indicated that Pr, approaches a 
constant ( « 1) at the wall, independently of Pr. They affirmed that 
the maintenance of this value over most of the wall region (at least 
for Pr = 0.71) suggests a very close similarity between momentum 
and heat transfer mechanisms in the wall region. With exception of 
the calculations of Lu and Hetsroni, all available DNS data reveal 
the same behavior of Pr, as observed by Antonia and Kim and thus 
indicates the very simple behavior of Pr, near the wall. This 
observation could lead us to the conclusion that close to wall, i.e. 
in the viscous sublayer the application of the Reynolds analogy 
would not be so far from the true behavior of the turbulent Prandtl 
number. 

The same argument would not be valid for the log-law region. 
Experimental data for that region converge to the constant value of 
0.9 while DNS calculations converge to a smaller value than 0.9. 
The trend of experimental data for that is more plausible, then in 
the range 30 < y+ < 200 there is the smallest uncertainty of 
measurement. 
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Fig. 2 Experimental and calculated Stanton number 

In order to make a comparative analysis of the different models 
for Pr, presented in the present note, the local Stantoh number was 
calculated for the simple case of zero pressure gradient turbulent 
air flow over a flat plate. 

Figure 2 compares calculated local Stanton numbers with ex­
perimental data as a function of the local Reynolds number for 
every Pr, model studied. The experimental data of Moffat and 
Kays were used. 

As can be seen in Fig. 2, Kays' and Crawford's model, and Rottas's 
model gave results coincident with the experimental data. Models by 
Kays and Wassel and Catton presented practically the same deviation 
( -6 percent) of the calculated local Stanton number. Deviation of the 
Cebeci's model was about seven percent lower than experimental 
points. On the other hand, the Blom's model and the Thomas' model 
presented deviation of seven percent and eight percent; respectively, 
above than the experimental data. 

Conclusions 

In the present technical note, different models for the turbulent 
Prandtl number were studied and compared with experimental data of 
a flat-plate zero-pressure-gradient air boundary layer. It was verified 
that despite discrepancies in Pr, shown by almost all models and 
experimental data at mainly to the near wall region and in the "wake" 
region of the boundary layer, predictions of the local Stanton number 
were within the uncertainty envelope of experimental data. 
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Transient Thermal Analysis of a 
Translucent Thermal Barrier Coating 
on a Metal Wall 

R. Siegel1 

Nomenclature 
ac = absorption coefficient of coating in translucent spec­

tral band, m"1 

c„ c,„ = specific heats of translucent coating and metal, J/kg 
K 

Cmc = the property ratio, pmcjpccc 

Dc, D„, = thicknesses of translucent coating and metal, m 
F(T) = fraction of blackbody radiation at T in the interval 

from A = 0 to A„, 
g = Green's function for radiative heat source in translu­

cent spectral band 
G = flux quantity in the two-flux method, W/m2; G = 

G/oT,4 

hu A 2 = convective heat transfer coefficients at xc = 0 and 
x„, = D , (Fig. 1), W/m2K 

H = dimensionless parameter, hlcrT) 
kc, km = thermal conductivities of coating and metal, W/m K 

n = refractive index of translucent coating 
Nc, N,„ = conduction-radiation parameters (based on Dc), kj 

4aT'D„ k,J\oT]Dc 

Ph Pm = the quantities, 2Ri/3KD, 2Rml!sKD 

q,. = radiative flux in the ^-direction, W/m2; q~r = qr/crT* 
qrU qrl = external radiation fluxes oT4, and aT4

2 incident at xc 

= 0 and x,„ = £>,„, W/m2 

qrU qrl = dimensionless radiation fluxes, q,ylaT\ and q^/aTt 
Ri, Ro = the quantities, (1 + p')/(l - p'), (1 - p°)/(l -

p') 
Rm = the quantity, (2 - em,)/e„„ 

T = absolute temperature, K 
t = dimensionless temperature, 77 71, 

Tc, T„, = temperatures in coating and substrate, K; tc = TJT,, 
t,„ = TJT, 

Tgi, Ts2 = gas temperatures for convection at boundaries (Fig. 
1), K 

tgi, tg2 = dimensionless gas temperatures, TgJT, and T^IT, 
T, = initial uniform temperature (used as a reference tem­

perature), K 
Ts\, Ts2 = temperatures of blackbody radiative surroundings at 

xc = 0 and x,„ = D„„ K 
xc, x,„ = coordinates in coating and substrate (Fig. 1), m; Xc 

= xJDc, Xm = xmIDc 

Greek Symbols 

£,»/, e,»o = emissivities of metal at inner and outer surfaces, 
Fig. 1 

6 = time, s 
KD = optical thickness of coating in translucent band, (ac 

+ ff„.)Dc 

A, A„, = wavelength and cutoff wavelength, p.m 
pc, p,„ = densities of translucent coating and metal, kg/m3 
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p°, p' = external and internal reflectivities at a translucent 
boundary 

a- = Stefan-Boltzmann constant, W/m2K4 

crsc = scattering coefficient in translucent coating, m~' 
T = dimensionless time, (AaT]lpcccDL)Q 

fl = scattering albedo of coating material, aj(ae + <TSC) 

Subscripts 

c = translucent coating 
g = gas 

j , k = grid points in coating and metal, j = 0 . . . J, k = 
0 . . . AT 

m = metal wall 
n = time increment 

Introduction 
A common ceramic used for thermal barrier coatings is zirconia, 

and it is partially transparent for radiative energy at wavelengths 
up to approximately 5 pm (Siegel and Spuckler, 1998). Hence, at 
elevated temperatures such as in a turbine engine combustor, the 
temperature distribution in a coating can be affected by absorption 
of incident radiation, by internal emission, and by scattering which 
is large for zirconia. Transient temperatures are needed for eval­
uating thermal stresses, and for translucent materials numerical 
procedures can be used to solve the transient energy equation 
coupled with radiative transfer relations. For radiation, both exact 
and approximate equations have been used. With general external 
conditions of convection and radiation for a translucent layer with 
diffuse surfaces, it was demonstrated in Siegel (1996) that the 
two-flux method compares well with more exact methods for 
predicting transient temperature distributions and heat fluxes, in­
cluding large scattering as needed in a material such as zirconia. 
The two-flux differential equation for the internal radiative source 
is solved here with a Green's function as in Siegel (1997), includ­
ing two-band spectral property variations for zirconia. Finite dif­
ference relations are developed for transient temperatures in a 
translucent coating on a metal substrate. Illustrative results for 
heating a coated wall in a turbine engine combustor demonstrate 
transient heating behavior with translucent effects as compared 
with an opaque coating. 

Analysis 
A translucent thermal barrier coating on an opaque wall is in 

Fig. 1; the coating is an absorbing dielectric that is heat conduct­
ing, has a refractive index larger than one, and is assumed isotro-
pically scattering with diffuse boundaries. To begin a transient, 
each external boundary is exposed to radiative surroundings and to 
convection by a transparent gas. Transient temperature distribu­
tions are obtained using properties for zirconia, and results at 
steady-state are compared with independent calculations using the 
method in Siegel (1997). Zirconia has large scattering, and as 
discussed in Matthews, Viskanta, and Incropera (1985) it is for­
ward scattering with about 75 percent of the scattered energy going 
in forward directions. This can be important if zirconia is subjected 
to a directed beam of radiation, but its effect is diminished by 
internal emission and internal reflections that tend to make the 
radiation isotropic. Since the properties of zirconia are not known 
to high accuracy, the effects of anisotropic scattering are not 
included here. 

Energy Equation and Two-Flux Relations for Coating on 
Wall. The dimensionless energy equations for transient temper­
atures in the coating and opaque substrate for constant properties 
are, from Siegel and Howell (1992), 

4 0% Br 
N„ 
r 
^ m 

dX,„ 
( la , b) 
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Fig. 1 Geometry and nomenclature for transient radiation and conduc­
tion in a translucent thermal barrier coating on an opaque metal wall with 
boundaries subjected to radiation and convection 

The -(\)dqr(X,., T)/9X,. is the local heat source from radiation, 
and is obtained from two-flux relations in terms of tc(Xc, T) and 
surrounding radiative conditions. The two-flux equations are (Sie-
gel, 1996) 

(P, + Pm)m cosh m + (1 + P,Pmm2) sinh m 

X [sinh m(l - Xc) + Pmm cosh m(\ - Xc)~\ 

£ < X C < 1 . 

(6) 

The g(X„ £) accounts for the nonhomogeneous term in Eq. (5) 
for G(XC, T) at each time, and for the complete solution the 
homogeneous portion is (Siegel, 1997) 

Gh(Xc, T) = A(T) cosh mXc + B(T) sinh mXc (7) 

4 
A(T) 

dq,.(Xc, T) 

dX7, 
= KD(1 - n){4n2^(X„ T ) F [ / C ( X „ T)] - G(XC, r)} 

(2a) 

(2b) 

(Pt + Pm)m cosh m + (1 + PiPmm2) sinh m 

X {Ro[sinh m + P,„m cosh m]^riF(/sl) 

+ Pimn1tt(hT)F[tc(hT)]} 

A(T) - 4RoqrlF(tsS) 

dG(Xc, T) 

3 ^ 

B(T) 
P,m 

-3K D ? , . (X C , T). 

Boundary and Initial Conditions. For a two-band spectral 
model with one band opaque, the coating has internal radiant 
effects for A = 0 to A„„ and has only surface reflection and 
emission for A > Ac„. Conduction, convection, and radiation at the 
exposed boundaries are then related by 

The general solution of Eq. (5) at each time is then 

G(XC, T) = Gh(Xc, T) 

-4N, 
dtc 

= Hl[tgi - ? c ( 0 , T)] + (1 -p") 

X {«;,[! - H«,.)] - t*c(0, T)[1 - F(tc(0, T) ) ]} (3a) 

+ 4mn2 g(Xc, QtM, T)F[tM, r)]d{. (8) 
' o 

Finite Difference Relations and Numerical Evaluation. Us­
ing the specified initial temperature, the radiative heat source in 
Eq. (lc) is found from Eq. (2a) by evaluating G from Eq. (8). 
Temperatures are then advanced AT with explicit finite difference 
relations. For interior points 

-4N,„ 
dt,„ 

^x~„ 
= H2[tm(DJDc, T) - tg2] 

NCAT AT dqr 

tj,n+l = tj.n + » Y1 Vj+Ln ~ ^h.n "*" h-Un) AX. 4 dXr 

+ em,[tl(DJDc, T) - t*tl Ob) 

Considering incident and reflected fluxes at an interface and emis­
sion by the metal, radiative boundary relations were developed in 
Siegel (1997) for a translucent coating on an opaque substrate, 

N„M 
Uvi+l lk,n tlr „ "I" Ui+l.n 2tl_„ + t, 2 \lk+l,ii ^H,n ~ lk~\,n) 

(9a) 

(9b) 

G(0, T) 

G(l, T) + 

2Ri dG 
3KD dXc 

2Rm dG 

4RoqrlF(ts\ (4a) 

These relations are applied at the external boundaries, and the 
conditions in Eqs. (3a, b) are used to eliminate the unknown 
external temperature on each side. At Xc = 0 where j = 0, 

NCAT 

AX 

3 K 0 9XC 
= 4n2tt(l, T)F[IC(U r)]. (4b) AT dqr 

Tax (10a) 
j = Clj, 

The initial condition for the present results is a uniform tem­
perature Tc(x„ 0) = T,„(x„„ 0) = T,. 

Green's Function for dqr(X, T)/8X. By combining Eqs. (2a) 
and (2b), and defining [3(1 - O)]"2 , there is obtained 

d2G 

Ix 2 - m2G(Xc, T) = -4m2n2t4
c(Xc, T)F[IC(XC, T) ] . (5) 

In Siegel (1997) a Green's function was developed for Eq. (5) with 
the conditions in Eqs. (4), 

where /,•=_!,„ is found from the boundary condition Eq. (3a) as 

AX, 
f;=-,,„ = f;=,,„ + ^ T f^ '^ ' i ~ 0=o.») + (1 - P°) 

X {^,[1 - F(/„)] - t*=0jI[l - F(t1=0,n)]}]. (10b) 

Similarly at Xm = DJDC, 

A L A T 
'K,„ + C,„AX; 

•(fim,»-2fK,„+ **_,.„) (10c) 
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where tK is found from 

= t. [H2(tK,n - ts2) + emo(4,„ - t4
s2)]. (lOrf) 

At the internal interface, where the coating and metal temperatures 
are equal, the relation includes heat conduction, radiative absorp­
tion, and emission at the metal surface as in Eq. (4b), and the 
volumetric radiative heat source in the coating half increment 
adjacent to the boundary, 

2 A T 
t,„ + AX, \h,n 0 - 1 , n) 

+ AX, \h=\,n h = 0,n) + 

AXC dq,. 

axr 

1 

2Rm 

GJ,n 

4 

dqr 
+ 3 — 

dXc 
I-[,n 

n2 

J,n-

XiiFUj,,) 

] • do 

For stability an explicit method requires small time incre­
ments such as AT «* 10~5 as estimated from the standard 
criterion for the heat conduction equation. With small AT, the 
heat capacity caused the temperature changes to be small over 
an interval of several AT; hence, to decrease computing time, 
very little accuracy was lost by reevaluating the radiative source 
after several time increments rather than at each time. Temper­
ature gradients in the coating were larger than in the metal that 
has high conductivity. It was found that 20 spatial increments in 
the coating and five in the metal gave good accuracy as tested 
by reducing the increment size to one-half and the time-step 
size to one-quarter. If large gradients in temperature or radiative 
flux are found, a variable grid size can be used, but small grid 
sizes require a reduction in time increment to maintain stability 
in an explicit method. An overall heat balance was made at each 
time step to compare radiation and convection to the composite, 
with radiation from the composite and the change in its internal 
energy; the balance was within a few tenths of one percent 
using the finite difference relations given here. 

Results and Discussion 
An analytical and numerical procedure was developed to obtain 

the transient thermal response of a translucent protective coating 
on a metal wall, including large scattering in the coating as is 
characteristic of zirconia; the scattering was assumed isotropic. 
Radiative heating by absorption, emission, and scattering in the 
coating in the translucent spectral regions, was evaluated by solv­
ing a two-flux equation with a Green's function that incorporates 
the radiative boundary conditions. Explicit finite difference rela­
tions for the transient energy equation were derived to include 
radiative effects at the coating-metal interface, and at the external 
boundaries in the opaque spectral regions. 

Temperatures in Fig. 2 show the transient response of a zirconia-
coated metal wall to heating in a turbine engine combustor. Start­
ing at 300 K, the wall was exposed to a 2000 K environment on the 
coated side, with the cooled side of the metal in 800 K surround­
ings. The combustion gases and soot were assumed to radiate with 
a blackbody spectrum, and two spectral bands were used, with 
zirconia translucent for wavelengths up to 5 jam. The figure is in 
two parts to show detailed results, and the parameters are in the 
caption. The solid lines for a translucent coating are compared with 
dashed lines for an opaque coating that has internal heat conduc­
tion and radiation at its boundaries. Translucence reduces temper­
ature gradients in the coating, and high thermal conductivity pro­
vides small gradients in the metal. 

During the first few seconds, radiant penetration in the coating 
causes the metal to heat more rapidly, but the temperature of the 
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Fig. 2(a) Results for times, 0 = 0 to 6.78 s 
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Fig. 2(b) Results for times, 0 = 6.78 s to steady state 

Fig. 2 Transient temperatures in a zirconia thermal barrier coating on a 
metal wall following sudden heating in a combustor. Parameters (units 
are in the Nomenclature): Dc = Dm = 1 mm, kc = 0.8, km = 33, c„ = 570, 
cm = 460, pc = 5200, pm = 7800, n = 2 (p' = 0.79015, p° = 0.16060), Kcu = 
5, a„ = 30, <r,c = 10000, em, = 0.6 (bond coat), emo = 0.6 (oxidized), h, = 
250, f>2 = 110, 7, = 300, rs1 = T0= 2000, Ta = Tg2 = 800. 

translucent external surface of the coating is lower than for an 
opaque coating where all energy absorption is at the surface. 
Scattering from within the coating shields against combustor ra­
diation, and for the next 20 seconds the transient metal tempera­
tures are below those for an opaque coating. As steady state is 
approached after about 30 seconds, the metal temperatures rise 
above those with an opaque coating, as translucence has degraded 
the steady-state insulating ability of the coating. Steady state is 
approached a little more slowly when the coating is translucent, 
and the final results agree with steady-state calculations using the 
method in Siegel (1997). 

Conclusions 

A method was developed combining a Green's function so­
lution and finite differences to provide a transient thermal 
analysis of a translucent thermal barrier coating on a metal wall 
including isotropic scattering in the coating. For radiative heat-
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ing in the coating, the two-flux equation was solved with a 
Green's function, and finite differences were used for the tran­
sient energy equation. The Green's function analytically incor­
porates the radiative reflective boundary conditions for the 
translucent spectral regions. Finite difference relations for the 
transient energy equation were derived to include radiative 
effects at the coating-metal interface, and at the external bound­
aries in the opaque spectral regions. 

For heating by radiation and convection, transient temperatures 
for a translucent coating are compared with a coating without 
internal radiation effects, but with surface absorption and reflec­
tion. Translucence decreases the coating surface temperature and 
its temperature gradients, and thus reduces possible thermal 
stresses in the coating. Except for very early in the transient and 
near steady-state, the transient metal temperatures are lower when 
the coating is translucent; this is attributed to scattering away of 
incident radiation by the zirconia coating that has a high scattering 
albedo. At steady-state, translucence degrades the coating insulat­
ing ability and produces higher metal temperatures. 
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Inverse Analysis of Radiative Heat 
Transfer Systems 

M. R. Jones1 

The design of heat transfer systems in which radiation is the 
dominant heat transfer mode is an important industrial problem. 
Compared to the conventional forward approach, the inverse 
approach allows a more thorough analysis of a potential design. 
This note demonstrates that inverse methods can be powerful tools 
in the analysis of radiative heat transfer systems. 

Nomenclature 

d = diameter of the heating element 
F = view factor 
h — distance from the oven centerline to the first edge of the 

strips 
J = radiosity 
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/ = distance between the metallic strips and the heating ele­
ment 

L = length of the oven walls 
N = total number of surfaces 
q" = heat flux 
T = temperature 
w = width of the metallic strips 

Greek Symbols 

e = emissivity 
a — Stefan-Boltzmann constant 

Subscripts 

d = design 
h = heating element 
s = metallic strip 
w = wall 

Introduction 
Optimizing the design of radiative heat transfer systems is a 

significant problem in many manufacturing and materials process­
ing applications (Bergman and Viskanta, 1996). In general, the 
design objective is to develop a system that will produce a spec­
ified heat flux or temperature distribution on the material process­
ing surface. Traditionally, engineers have employed a forward or 
direct approach in the analysis and optimization of potential de­
signs. In the forward approach, a designer seeks to determine the 
result based on knowledge of the cause. That is, the designer posits 
a model in which the properties, boundary conditions, and source 
terms are all known. Based on these assumptions, the designer 
calculates the temperature and/or heat flux distributions on the 
material processing surface and refines the design in an iterative 
manner until the desired result is achieved. However, the design 
objective is often the determination of one or more of the system's 
properties, boundary conditions or source terms, so these param­
eters are generally not all known a priori. Design engineers usually 
know the desired result and are seeking the optimal design to 
achieve that result, so the steps required by the forward approach 
proceed in the opposite direction as the natural design process. 

A more logical and powerful method is to use an inverse 
approach. In the inverse approach, the designer seeks to determine 
the cause based on observable results. The following analysis of a 
simplified oven design problem illustrates the utility of an inverse 
approach by comparing it to the forward approach. The results of 
this simple analysis demonstrate that inverse methods can be 
powerful tools in the analysis of radiant heat transfer systems. 

Forward Analysis 
To facilitate the comparison between a forward analysis and an 

inverse analysis, consider the following problem. The design of an 
oven that will be used to cure the coatings on long metallic strips 
by heating the strips to the design temperature Td is to be devel­
oped. The basic design of the oven is shown in Fig. 1, and the 
overall dimensions of the oven, the diameter of the heating ele­
ment, and the width of the metallic strips are specified. The 
operating temperature and power output of the cylindrical heating 
element are known, and the walls are well insulated everywhere 
except for the openings through which the metallic strips are 
placed in the oven. The oven surfaces are assumed to be diffuse 
and gray, and the radiative surface properties of the heating ele­
ment and the metallic strips are also assumed to be known. The 
designer is required to determine lid and hid such that the steady-
state temperature of the metallic strips will be the design temper­
ature. 

Using a conventional forward approach, the designer would 
proceed in the following manner. Neglecting heat transfer modes 
other than radiation, the insulated oven walls can be modeled as a 
reradiating surface and the steady-state heat rate passing through 
the metallic strips is equal to the power output of the heating 
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ing in the coating, the two-flux equation was solved with a 
Green's function, and finite differences were used for the tran­
sient energy equation. The Green's function analytically incor­
porates the radiative reflective boundary conditions for the 
translucent spectral regions. Finite difference relations for the 
transient energy equation were derived to include radiative 
effects at the coating-metal interface, and at the external bound­
aries in the opaque spectral regions. 

For heating by radiation and convection, transient temperatures 
for a translucent coating are compared with a coating without 
internal radiation effects, but with surface absorption and reflec­
tion. Translucence decreases the coating surface temperature and 
its temperature gradients, and thus reduces possible thermal 
stresses in the coating. Except for very early in the transient and 
near steady-state, the transient metal temperatures are lower when 
the coating is translucent; this is attributed to scattering away of 
incident radiation by the zirconia coating that has a high scattering 
albedo. At steady-state, translucence degrades the coating insulat­
ing ability and produces higher metal temperatures. 
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Inverse Analysis of Radiative Heat 
Transfer Systems 

M. R. Jones1 

The design of heat transfer systems in which radiation is the 
dominant heat transfer mode is an important industrial problem. 
Compared to the conventional forward approach, the inverse 
approach allows a more thorough analysis of a potential design. 
This note demonstrates that inverse methods can be powerful tools 
in the analysis of radiative heat transfer systems. 

Nomenclature 

d = diameter of the heating element 
F = view factor 
h — distance from the oven centerline to the first edge of the 

strips 
J = radiosity 
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/ = distance between the metallic strips and the heating ele­
ment 

L = length of the oven walls 
N = total number of surfaces 
q" = heat flux 
T = temperature 
w = width of the metallic strips 

Greek Symbols 

e = emissivity 
a — Stefan-Boltzmann constant 

Subscripts 

d = design 
h = heating element 
s = metallic strip 
w = wall 

Introduction 
Optimizing the design of radiative heat transfer systems is a 

significant problem in many manufacturing and materials process­
ing applications (Bergman and Viskanta, 1996). In general, the 
design objective is to develop a system that will produce a spec­
ified heat flux or temperature distribution on the material process­
ing surface. Traditionally, engineers have employed a forward or 
direct approach in the analysis and optimization of potential de­
signs. In the forward approach, a designer seeks to determine the 
result based on knowledge of the cause. That is, the designer posits 
a model in which the properties, boundary conditions, and source 
terms are all known. Based on these assumptions, the designer 
calculates the temperature and/or heat flux distributions on the 
material processing surface and refines the design in an iterative 
manner until the desired result is achieved. However, the design 
objective is often the determination of one or more of the system's 
properties, boundary conditions or source terms, so these param­
eters are generally not all known a priori. Design engineers usually 
know the desired result and are seeking the optimal design to 
achieve that result, so the steps required by the forward approach 
proceed in the opposite direction as the natural design process. 

A more logical and powerful method is to use an inverse 
approach. In the inverse approach, the designer seeks to determine 
the cause based on observable results. The following analysis of a 
simplified oven design problem illustrates the utility of an inverse 
approach by comparing it to the forward approach. The results of 
this simple analysis demonstrate that inverse methods can be 
powerful tools in the analysis of radiant heat transfer systems. 

Forward Analysis 
To facilitate the comparison between a forward analysis and an 

inverse analysis, consider the following problem. The design of an 
oven that will be used to cure the coatings on long metallic strips 
by heating the strips to the design temperature Td is to be devel­
oped. The basic design of the oven is shown in Fig. 1, and the 
overall dimensions of the oven, the diameter of the heating ele­
ment, and the width of the metallic strips are specified. The 
operating temperature and power output of the cylindrical heating 
element are known, and the walls are well insulated everywhere 
except for the openings through which the metallic strips are 
placed in the oven. The oven surfaces are assumed to be diffuse 
and gray, and the radiative surface properties of the heating ele­
ment and the metallic strips are also assumed to be known. The 
designer is required to determine lid and hid such that the steady-
state temperature of the metallic strips will be the design temper­
ature. 

Using a conventional forward approach, the designer would 
proceed in the following manner. Neglecting heat transfer modes 
other than radiation, the insulated oven walls can be modeled as a 
reradiating surface and the steady-state heat rate passing through 
the metallic strips is equal to the power output of the heating 
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Metallic 
Strips 

£8 = 0.4 

Fig. 1 Proposed oven design. The oven is used to cure coatings on long 
metallic strips by heating the strips to the design temperature Td. The 
designer is required to determine / and h so that the steady-state tem­
perature of the metallic strips will be the design temperature. 

element. If each of the three surfaces (the walls, the heating 
element, and the metallic strips) are isothermal and are character­
ized by uniform radiosity and irradiation, energy balances on each 
surface can be used to obtain the following system of equations. 

\ 1 " ww) " w. 

-(1 - eh)Fhw 1 
~FSW -F„ 

- ( 1 - eh)Fhs 

(1 - F„) 

J w 

h 

0 
(1) 

A complete description of the analysis of radiative exchange in an 
enclosure formed by an arbitrary number of diffuse gray surfaces 
is available in most heat transfer texts (e.g., Incropera and DeWitt, 
1996). 

Equation (1) represents a well-posed model, so the designer can 
calculate the radiosity of each surface after determining the view 
factors. Once the radiosities are known, the surface temperature of 
the metallic strips may be determined. The designer then adjusts 
the design parameters (/ and h) until the desired surface temper­
ature is achieved. Using this approach, the designer would obtain 
the design curve shown in Fig. 2. According to the model of the 
radiative heat transfer in the oven, each point on the design curve 
represents an acceptable design. Therefore, the metallic strips will 
be heated to the desired steady-state temperature if the designer 
selects any combination of the design parameters lying on this 
curve. 

While this forward design process is functional, it does not 

Design Point 1 (tli = 0.5, h/d = 0.52) 
Design Point 2 (Hi = 1.0, h/d = 0.76) 
Design Point 3 (tfd = 1.5, h/d = 0.84) 
Design Point 4 (l/A = 2.0, h/d = 0.79) 
Design Point 5 (lid = 2.5, h/d = 0.58) 
Design Point6 (tfd = 3.0, h/d = 0.14) 
Design Point 7 (tfd = 3.1, h/d = 0.00) 

0 0.5 1 1.5 2 2.5 3 3.5 4 
Hi 

Fig. 2 Design curve. According the results of the forward analysis, each 
point on the design curve represents an acceptable design, and metallic 
strips will be heated to Td if the designer selects any combination of the 
design parameters lying on this curve. The seven oven configurations 
indicated will be analyzed using the inverse approach. 

provide the designer with any means of determining which of the 
possible design points is optimal. In addition, the forward design 
process does not allow the designer to investigate some important 
aspects of the design. For example, the extent to which the tem­
perature distribution is uniform across the metallic strips may be 
an important factor in determining quality of the coating after it 
has been cured. The designer may divide the metallic strips into 
small segments and attempt to calculate the surface temperature of 
each segment in order to assess the uniformity of the temperature 
distribution. However, the heat flux passing through each segment 
is now unknown. Since either the temperature or the heat flux 
passing through each segment must be specified for the problem to 
be well-posed, this analysis cannot be completed using the forward 
approach. 

Inverse Analysis 
An inverse analysis can be used to assess the uniformity of the 

temperature distribution over the metallic strips. After dividing the 
metallic strips into N-2 segments, energy balances are again used 
to derive a system of equations. Harutunian et al. (1995) propose 
a method in which each surface is categorized as one of four types: 

1 surfaces on which the temperature is specified, 
2 surfaces on which the heat flux is specified, 
3 surfaces on which both the temperature and the heat flux are 

specified, and 
4 surfaces on which neither the temperature nor the heat flux are 

specified. 

For each temperature specified surface, the following equation 
can be written. 

:,oT? = 7 , - ( l - e , ) ^ FyJj. (2) 

For each heat flux specified surface, the following equation can be 
written: 

2F,JJ- (3) 

For surfaces such as the heating element on which both the 
temperature and the heat flux are specified both Eq. (2) and Eq. (3) 
can be written. For surfaces on which neither the temperature nor 
the heat flux are specified such as the metallic strips, Harutunian et 
al. (1995) recommend that no equation be written. In general, this 
approach will lead to an underdetermined system of equations 
since the number of unknowns is greater than the number of 
equations. A modification to this approach is to include the heat 
flux for each type 1 and type 4 surface in the set of unknowns and 
to include Eq. (3) in the system of equations for each of these 
surfaces. Although this approach increases the number of un­
knowns, it also allows the addition of the following equation which 
ensures that energy is conserved globally: 

0 = 2 qfr. (4) 
; - i 

Because energy balance equations are not enforced for type 4 
surfaces, the approach used by Harutunian et al. (1995) does not 
explicitly require conservation of energy for the entire system. 
Explicitly enforcing global energy conservation increases the in­
formation content of the system of equations. Therefore, the sys­
tem of equations obtained when Eq. (4) is included in the formu­
lation is less ill-posed than the system obtained using the method 
proposed by Harutunian et al. (1995). In this particular oven design 
problem, the condition number of the system obtained using the 
method proposed by Harutunian et al. (1995) is more than twice 
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Fig. 3 Temperature distributions for design points 5-7. The metallic 
strips are divided into eight segments, and each segment is assumed to 
be isothermal. The location of the segment is defined as the ratio of 
distance between the center of the segment and the centerline of the 
oven to the diameter of the heating element. The temperature profiles 
become more uniform as the distance between the heating element and 
the metallic strips increases. 

the condition number of the system obtained when Eq. (4) is 
included. Therefore, this modification is advantageous despite the 
increase in the number of unknowns. 

The system of equations represented by Eqs. (2)-(4) is ill-posed, 
so solutions cannot be obtained using classical matrix inversion 
techniques. However, a generalized inverse and a regularization 
method (Beck et al. 1985) can be used to obtain a solution. The 
solution procedure used in this study has been described previ­
ously (Jones 1997). 

Results of the Inverse Analysis 
Temperature distributions across the metallic strips were deter­

mined at seven possible design points using the inverse analysis 
described in the proceeding section. The values of lid and hid for 
each of these design points are listed in Fig. 2. The temperature 
distributions for design points 5-7 are plotted in Fig. 3, and it can 
be seen that the temperature profiles become more uniform as the 
distance between the heating element and the strips increases. 
Since only radiative heat transfer is considered, it is reasonable to 
expect that the most uniform temperature distribution will occur 
when the irradiation is the most uniform. In the simplified problem 
considered here, it is fairly intuitive that the irradiation will be 
more uniform when the heater is located as far from the metallic 
strips as possible, and the results of the inverse analysis confirm 
this result. It is important to note that these results are based on the 
assumption that conduction and convection are negligible. 

The results shown in Fig. 3 enable the designer to determine 
whether or not the temperature distributions are sufficiently uni­
form. In order to carry out the forward analysis, the designer was 
required to assume the temperature of strips was uniform, so these 
results demonstrate the usefulness of an inverse analysis compared 
to the forward analysis. 

Application of the inverse analysis to oven configurations cor­
responding to design points 1 through 4 were unsuccessful. In each 
of these cases, the solutions included negative values for one or 
more of the radiosities. Since such solutions are physically unre­
alistic, the assumptions made in the development of the radiative 
heat transfer model were carefully reevaluated. Recall that the 
model of the radiative transfer is based on the assumption that the 
irradiation is uniform over each surface. Figure 4 shows the 
variation in the view factor between the heater and segments of the 
metallic strips for the seven different oven configurations. The 
large variation in F,„ for design points 1 through 4 indicate that the 
irradiation on the metallic strips is far from uniform, so the 
assumptions upon which the model is based are clearly violated for 
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Fig. 4 View factors between the heating element and segments of the 
metallic strips at several design points. The large variation in Fhs for 
design points 1-4 indicate that the irradiation on the metallic strips is not 
uniform, so the radiative transfer model is flawed for these oven config­
urations. 

these oven configurations. The fact that the inverse analysis pro­
duced physically unrealistic solutions for these configurations is 
another example of the usefulness of the inverse analysis com­
pared to the forward analysis. The physically unrealistic results 
serve as a red flag that the model is flawed for these oven config­
urations. The forward analysis performed for design points 1 
through 4 gave no indication that some of the underlying assump­
tions in the model were invalid. 

Finally, temperature distributions with higher resolution can be 
obtained by increasing the number of segments. However, as the 
number of segments was increased, the amount of regularization 
required to obtain a stable solution also increased. Since the 
accuracy of the solution decreases as the amount of regularization 
increases, this result illustrates the trade-off between accuracy and 
resolution that often occurs in inverse problems. This dilemma can 
be clearly understood by studying the inverse method due to 
Backus and Gilbert (Press et al., 1992). Figure 5 shows the effect 
of increasing the number of segments on the temperature distribu­
tion at design point 6 (lid = 3.0, hid = 0.14). 

Summary 
Systems such as ovens, high temperature furnaces, and combus­

tion chambers in which radiation is the dominant heat transfer 
mode play an important role in many industries. Therefore, the 

e— Number of Segments = 2 
Number of Segments = 4 
Number of Segments = 8 

0 0.5 1 1.5 2 2.5 
Segment Location 

Fig. 5 Effect of increased resolution on the temperature distribution at 
design point 6(1/d = 3.0, hid = 0.14). The resolution of the temperature 
distributions can be increased by increasing the number of segments. 
However, the solution procedure becomes less stable as the number of 
segments is increased. 
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development of more efficient methods for designing this type of 
system would be a significant advancement. This note compares 
the use of an inverse method in the analysis of a radiative heat 
transfer system to the use of a forward method. The analysis of a 
simple oven design was performed using both a forward and an 
inverse approach to facilitate this comparison. In this particular 
case, it was found that the inverse approach resulted in physically 
unrealistic solutions when key assumptions in the radiative heat 
transfer model were invalid. These unrealistic results are useful in 
that they serve as a clear indication that the model is flawed, while 
the forward approach gave no such warning. In addition, the 
inverse approach allowed the designer to assess the uniformity of 
the temperature distributions, so the inverse method enabled the 
designer to perform a more thorough analysis of the potential 
designs. 
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Relative Stability of Boiling on a Flat 
Plate: Effects of Heater Orientation 
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Nomenclatures 
qc = equilibrium heat flux, W/m2 

qF = coexisting film boiling heat flux, W/m2 

qN = coexisting nucleate boiling heat flux, W/m2 

6 = inclination angle, degree 
OJ = inclination angle, degree 

Introduction 
The extent to which heater orientation influences the boiling 

heat transfer efficiency has attracted increasing attention. El-Genk 
and Glebov (1995) and Cheung and Haddad (1997) briefly review 
pertinent literature. The steady and unsteady-state two-mode boil­
ing (nucleate and film boiling) on electrically heated cylindrical 
tube (Lee, 1998) has been thoroughly examined. According to 
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previous literature, a unique "equilibrium line" exists on the sur­
face heat flux versus the wall superheat (boiling curve) plot which 
intersects the boiling curves and separates the nucleate and film 
boiling curves into stable and metastable regimes, respectively. A 
heater under metastable nucleate boiling mode can tolerate a 
finite-magnitude disturbance (dry patch) to prevent burnout. How­
ever, burnout can still occur if the magnitude of disturbance is too 
large, a phenomenon commonly referred to as "nonhydrodynamic 
burnout." Therefore, identifying the points which separate stable 
and metastable regimes on a boiling curve is a relevant task. 

Lin and Lee (1997, 1998) examined, for the first time, the 
relative stability between nucleate and film boiling modes on a 
conductively heated, flat plane heater under a forced flow condi­
tion. To our knowledge, no work has elucidated the relative 
stability between nucleate and film boiling on an inclined, con­
ductively heated surface, which is the primary focus of this paper. 

Experimental 

The experimental setup is the same as that employed in Lin et al. 
(1998) except that the orientation of the heater can be adjusted 
freely. Where 8 is defined as the angle measuring rotation about 
the horizontal axis that is perpendicular to the flow direction, while 
angle co measures the rotation about the horizontal axis that is 
parallel to the flow direction. Previous works considering orienta­
tion effects usually conducted tests at G> = 0 deg. Herein, we study 
the cases with OJ = 45 deg or 90 deg as well, thereby extending the 
scope of previous works. At w = 90 deg, changing 8 does not 
produce any difference. All tests were conducted under atmo­
spheric pressure, with saturated methanol flowing at a rate of 20 
kg/m2-s. 

The method of Kline and McClintock (1953) was adopted to 
estimate the uncertainties of heat flux and surface temperature 
measurements. The uncertainties thereby existing in the heater 
surface temperature and the associated heat flux when constructing 
boiling curves were estimated as ± 7 percent and ±11 percent, 
respectively. The mass flowrates exhibited an uncertainty of ap­
proximately ± 5 percent, while for fluid temperature measurement, 
± 1 K. The error in inclination angles was less than 2 deg. 

Results and Discussion 
The time evolutions of surface heat flux and superheat at various 

heater orientations are basically the same as those in Lin and Lee 
(1997) and, therefore, are not repeated herein. Surface heat fluxes 
at various positions along the heater can be estimated by solving 
the transient heat conduction equation with the thermocouple 
readings as boundary conditions. The heat fluxes corresponding to 
neutral stability are termed herein as the "coexisting heat fluxes" 
qN and qF. 

Figure 1 depicts the (qN, qF) sets for to = 0 deg-90 deg and 8 
= 0 -180 deg. Three points are noteworthy. First, decreasing qN 

increases qF, which is generally expected since the nucleate boil­
ing at a higher surface heat flux is less stable in nature. Second, at 
a fixed qN, qF initially increases with inclination angle 8, after 
passing a maximum at 8 = 90 deg and, then, decreases as 8 
exceeds 90 deg. Notably, qF markedly drops between 8 = 135 deg 
and 180 deg. Furthermore, the results for 8 = 45 deg are close to 
those for 8 = 135 deg in case of w = 0 deg. Third, at fixed qN and 
6, increasing w decreases qF. 

Lin and Lee (1997) demonstrated the feasibility of applying the 
equal-area criterion to interpret the multimode boiling data. Nota­
bly, in cryogenic literature, this criterion is termed as Maddock's 
criterion (Nishio and Chandratilleke, 1989). With every (qN and 
qF) set in Fig. 1 nucleate and film boiling can coexist steadily on 
the heating surface. This finding suggests that the equal-area 
criterion is satisfied. Lin et al. (1998) proposed that the intersection 
between the (extrapolated) data set in Fig. 1 and the 45 deg-line 
estimates the corresponding equilibrium heat flux, qc, where qN = 
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development of more efficient methods for designing this type of 
system would be a significant advancement. This note compares 
the use of an inverse method in the analysis of a radiative heat 
transfer system to the use of a forward method. The analysis of a 
simple oven design was performed using both a forward and an 
inverse approach to facilitate this comparison. In this particular 
case, it was found that the inverse approach resulted in physically 
unrealistic solutions when key assumptions in the radiative heat 
transfer model were invalid. These unrealistic results are useful in 
that they serve as a clear indication that the model is flawed, while 
the forward approach gave no such warning. In addition, the 
inverse approach allowed the designer to assess the uniformity of 
the temperature distributions, so the inverse method enabled the 
designer to perform a more thorough analysis of the potential 
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Nomenclatures 
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qF = coexisting film boiling heat flux, W/m2 

qN = coexisting nucleate boiling heat flux, W/m2 

6 = inclination angle, degree 
OJ = inclination angle, degree 

Introduction 
The extent to which heater orientation influences the boiling 

heat transfer efficiency has attracted increasing attention. El-Genk 
and Glebov (1995) and Cheung and Haddad (1997) briefly review 
pertinent literature. The steady and unsteady-state two-mode boil­
ing (nucleate and film boiling) on electrically heated cylindrical 
tube (Lee, 1998) has been thoroughly examined. According to 

1 Department of Chemical Engineering, National Taiwan University, Taipei, 
Taiwan 106, R.O.C. 

2 Author to whom correspondence should be addressed, e-mail: djlee@ccms. 
ntu.edu.tw. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Mar. 5, 1998; 
revision received, Nov. 2, 1998. Keywords: Boiling, Geometry, Heat Transfer, 
Stability. Associate Technical Editor: P. Ayyaswamy. 

previous literature, a unique "equilibrium line" exists on the sur­
face heat flux versus the wall superheat (boiling curve) plot which 
intersects the boiling curves and separates the nucleate and film 
boiling curves into stable and metastable regimes, respectively. A 
heater under metastable nucleate boiling mode can tolerate a 
finite-magnitude disturbance (dry patch) to prevent burnout. How­
ever, burnout can still occur if the magnitude of disturbance is too 
large, a phenomenon commonly referred to as "nonhydrodynamic 
burnout." Therefore, identifying the points which separate stable 
and metastable regimes on a boiling curve is a relevant task. 

Lin and Lee (1997, 1998) examined, for the first time, the 
relative stability between nucleate and film boiling modes on a 
conductively heated, flat plane heater under a forced flow condi­
tion. To our knowledge, no work has elucidated the relative 
stability between nucleate and film boiling on an inclined, con­
ductively heated surface, which is the primary focus of this paper. 

Experimental 

The experimental setup is the same as that employed in Lin et al. 
(1998) except that the orientation of the heater can be adjusted 
freely. Where 8 is defined as the angle measuring rotation about 
the horizontal axis that is perpendicular to the flow direction, while 
angle co measures the rotation about the horizontal axis that is 
parallel to the flow direction. Previous works considering orienta­
tion effects usually conducted tests at G> = 0 deg. Herein, we study 
the cases with OJ = 45 deg or 90 deg as well, thereby extending the 
scope of previous works. At w = 90 deg, changing 8 does not 
produce any difference. All tests were conducted under atmo­
spheric pressure, with saturated methanol flowing at a rate of 20 
kg/m2-s. 

The method of Kline and McClintock (1953) was adopted to 
estimate the uncertainties of heat flux and surface temperature 
measurements. The uncertainties thereby existing in the heater 
surface temperature and the associated heat flux when constructing 
boiling curves were estimated as ± 7 percent and ±11 percent, 
respectively. The mass flowrates exhibited an uncertainty of ap­
proximately ± 5 percent, while for fluid temperature measurement, 
± 1 K. The error in inclination angles was less than 2 deg. 

Results and Discussion 
The time evolutions of surface heat flux and superheat at various 

heater orientations are basically the same as those in Lin and Lee 
(1997) and, therefore, are not repeated herein. Surface heat fluxes 
at various positions along the heater can be estimated by solving 
the transient heat conduction equation with the thermocouple 
readings as boundary conditions. The heat fluxes corresponding to 
neutral stability are termed herein as the "coexisting heat fluxes" 
qN and qF. 

Figure 1 depicts the (qN, qF) sets for to = 0 deg-90 deg and 8 
= 0 -180 deg. Three points are noteworthy. First, decreasing qN 

increases qF, which is generally expected since the nucleate boil­
ing at a higher surface heat flux is less stable in nature. Second, at 
a fixed qN, qF initially increases with inclination angle 8, after 
passing a maximum at 8 = 90 deg and, then, decreases as 8 
exceeds 90 deg. Notably, qF markedly drops between 8 = 135 deg 
and 180 deg. Furthermore, the results for 8 = 45 deg are close to 
those for 8 = 135 deg in case of w = 0 deg. Third, at fixed qN and 
6, increasing w decreases qF. 

Lin and Lee (1997) demonstrated the feasibility of applying the 
equal-area criterion to interpret the multimode boiling data. Nota­
bly, in cryogenic literature, this criterion is termed as Maddock's 
criterion (Nishio and Chandratilleke, 1989). With every (qN and 
qF) set in Fig. 1 nucleate and film boiling can coexist steadily on 
the heating surface. This finding suggests that the equal-area 
criterion is satisfied. Lin et al. (1998) proposed that the intersection 
between the (extrapolated) data set in Fig. 1 and the 45 deg-line 
estimates the corresponding equilibrium heat flux, qc, where qN = 
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Fig. 1 Coexisting heat fluxes at various inclinations 

qF = qc. The fact that qc is unique for a given heater/fluid 
combination (at fixed fluid velocity) accounts for why the relative 
stability among different boiling configurations can be compared 
by qc values. A higher qc implies a more stable nucleate boiling 
(and a lesser likelihood of burnout), and vice versa. 

Figure 2 displays the qc versus 9 plot with w as a parameter. 
Notably, a local maximum occurs at 9 = 90 deg. Restated, the 
nucleate boiling mode exhibits the highest stability relative to the 
corresponding film boiling mode when the heater is turned verti­
cally at its side. The effect predominates at a> = 0, a horizontal 
heater. The corresponding qc at 0 = 90 deg is nearly twice that at 
0 = 0 deg. Therefore, an inclined horizontal surface can markedly 
enhance the stability of nucleate boiling mode, thereby ensuring 
the safety of the boiling process. The qc data for 0 ranging from 45 
deg to 135 deg are close to each other. The effects of inclination 
of 9 = 45-135 deg on relative stability of a horizontal heater are 
secondary. 

Notably, increasing o> reduces the qc, indicating a less stable 
nucleate boiling mode. At w = 90 deg, there is no difference in qc 

at changing 9, subsequently forming a horizontal line in Fig. 2. 
Of particular interest is the cases with 6 = 180 deg, i.e., a 

• I 0.3 

180 

=• 0.5 

Fig. 2 Equilibrium heat fluxes versus 0 plot 

Journal of Heat Transfer 

Fig. 3 Boiling curves with to = 0 deg 

downward facing heater. At o) = 0 deg the corresponding qc is 
rather low. Therefore, the heater can easily burnout. With a non­
zero &>, however, the vapor can more easily escape from the side 
of the heater, thereby yielding a greater heat transfer rate and 
ultimately a higher qc-

According to Nishio and Chandratilleke (1989), the whole boil­
ing curve determines the value of qc: the nucleate, transition, and 
film boiling curves as well as the critical points separate these 
boiling curves (CHF and MHF). This occurrence can be easily 
accounted for since all of the boiling curves affect the construction 
of the equal-area criterion. Figure 3 illustrates the boiling curves 
with a) = 0 deg. According to this figure, the nucleate boiling 
curve shifts upwards with an increasing 9 at a lower heat flux 
regime, which becomes independent of 9 at a high heat flux 
regime. This finding correlates with the available literature (Nishi-
gawa et al, 1984). An equal-area criterion is constructed on 
normal-normal scales. The shifts in nucleate boiling curves are 
insignificant and negligibly influence the resulting qc. 

The film boiling curves shift upwards as 6 increases from 0 deg 
to 90 deg and, then, decreases when 6 exceeds 90 deg. The trend 
in film boiling corresponds to that of Nishigawa et al. (1975) and 
Nishio and Chandratilleke (1989). However, this trend differs from 
that of Jung et al. (1987), who found the film boiling monotoni-
cally decays with inclination. Nevertheless, the change in film 
boiling heat flux, except for the case with the heater surface faced 
downward, is secondary as well. 

On the other hand, both CHF and MHF points markedly in­
crease with an inclination for 9 ranging from 0-90 deg and, then, 
decreases rapidly for a further increase in 6. This trend contradicts 
that of Chang and You (1996), Nishio and Chandratilleke (1989), 
and Gao and El-Genk (1996); however, it correlates with that of 
Githinji and Sabersky (1963). Cheung and Haddad (1997) attrib­
uted the difference in experimental results to the different heater 
sizes under investigation. Although the precise location of the 
transition boiling curve cannot be obtained directly from the 
present apparatus, it should be located somewhere between CHF 
and MHF points. Restated, the transition boiling curve should shift 
greatly as did the CHF and MHF points. According to the con­
struction of equal-area criterion, inasmuch as the changes in nu­
cleate and film boiling curves are secondary, the shift in CHF/ 
MHF/transition boiling curve is primarily responsible for the 
change in qc observed in Fig. 3. 

The typical boiling curves obtained in test with o> = 45 deg and 
90 deg resemble those under the condition to = 0 deg. However, 
the dependence on d of the boiling curves becomes milder, ac­
counting for the milder variation of qc with 9 as observed in 
Fig. 2. 
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Conclusions 
This work investigates the relative stability between nucleate 

boiling and film boiling on an inclined surface under a forced flow. 
According to those results, coexisting heat fluxes are found at 
various heater's configurations, from which the so-called "equilib­
rium heat fluxes" are identified. The nucleate boiling mode exhib­
its the highest stability relative to its corresponding film boiling 
mode when the heater is placed horizontally with its surface turned 
vertically at its side. The lowest stability occurs at the downward-
facing configuration for a horizontal heater. In addition, equal-area 
criterion can accurately interpret the effects of heater orientation. 
Moreover, the shifts in critical heat flux, minimum heat flux, 
together with the transition boiling curve mainly correspond to the 
change in relative stability at variable heater orientations. 
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Introduction 
The present study is motivated by safety concerns during 

cleanup of certain process waste storage tanks. Prediction of the 
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evaporation flux off the surfaces of liquid organic pools that rest on 
top of an aqueous sludge residue in some of the underground 
storage tanks is critical to characterizing the size of the organic 
pools and thereby the potential fire hazard associated with these 
pools. The purpose of the experiments reported here is to investi­
gate the effect of global natural circulation on organic pool evap­
oration rates. Thus, as in the waste tank application, the "labora­
tory pool" evaporates into an enclosure (headspace) gas 
undergoing thermal convection that is driven by the temperature 
difference between the floor (sludge) and the ceiling (dome). 

Experimental Apparatus and Procedure 
The apparatus is shown schematically in Fig. 1. The enclosure 

walls are plexiglass while the floor and ceiling are black painted 
steel. The free-board height is 1.07 m and the inside walls are 
1.14 m wide so the free-board volume is 1.39 m3. Separate circu­
lating water systems maintain uniform and constant temperatures 
on the floor (Tw) and ceiling (Tc) such that the temperature 
difference (At = T„ — Tc) is 2°C. AD592 temperature sensors are 
used to verify that the floor and ceiling boundaries are isothermal 
and to monitor the gas space temperature. Rigid foam board 
(polyisocyanurate) is used for thermal insulation, and temperature 
measurements indicate that sidewall heat losses are less than ten 
percent of the floor-to-ceiling heat transfer. 

Decane (C|0H22) is used as the test liquid because it is repre­
sentative of waste tank solvents and because evaporation rates of 
interest can be obtained at near ambient temperatures (about 
22°C). It is contained in a circular pan which is constructed using 
a 1.2 cm steel band and a sheet of aluminum foil. The weight of the 
decane holds the pan against the floor. Separate-effects tests indi­
cate that the pool temperature is within 0.1 °C of the enclosure floor 
temperature, confirming that the gap resistance between the pan 
and the floor is minimal. Pool evaporation is measured by period­
ically raising the pan and suspending it from a DI-8KD electric 
balance. The suspension hanger passes through a \-m. diameter 
penetration in the ceiling tank. This penetration is sealed when the 
pan is resting on the heated floor. The balance provides 0.01 g 
resolution, which allows for accurate measurement of evaporation 
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Fig. 1 Schematic illustration of the apparatus 
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Conclusions 
This work investigates the relative stability between nucleate 

boiling and film boiling on an inclined surface under a forced flow. 
According to those results, coexisting heat fluxes are found at 
various heater's configurations, from which the so-called "equilib­
rium heat fluxes" are identified. The nucleate boiling mode exhib­
its the highest stability relative to its corresponding film boiling 
mode when the heater is placed horizontally with its surface turned 
vertically at its side. The lowest stability occurs at the downward-
facing configuration for a horizontal heater. In addition, equal-area 
criterion can accurately interpret the effects of heater orientation. 
Moreover, the shifts in critical heat flux, minimum heat flux, 
together with the transition boiling curve mainly correspond to the 
change in relative stability at variable heater orientations. 
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Pool Evaporation of Decane Into an 
Enclosed Gas Space Undergoing 
Thermal Convection 

J. P. Burelbach,12 M. Epstein,w and 
H. K. Fauske1 

Introduction 
The present study is motivated by safety concerns during 

cleanup of certain process waste storage tanks. Prediction of the 
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evaporation flux off the surfaces of liquid organic pools that rest on 
top of an aqueous sludge residue in some of the underground 
storage tanks is critical to characterizing the size of the organic 
pools and thereby the potential fire hazard associated with these 
pools. The purpose of the experiments reported here is to investi­
gate the effect of global natural circulation on organic pool evap­
oration rates. Thus, as in the waste tank application, the "labora­
tory pool" evaporates into an enclosure (headspace) gas 
undergoing thermal convection that is driven by the temperature 
difference between the floor (sludge) and the ceiling (dome). 

Experimental Apparatus and Procedure 
The apparatus is shown schematically in Fig. 1. The enclosure 

walls are plexiglass while the floor and ceiling are black painted 
steel. The free-board height is 1.07 m and the inside walls are 
1.14 m wide so the free-board volume is 1.39 m3. Separate circu­
lating water systems maintain uniform and constant temperatures 
on the floor (Tw) and ceiling (Tc) such that the temperature 
difference (At = T„ — Tc) is 2°C. AD592 temperature sensors are 
used to verify that the floor and ceiling boundaries are isothermal 
and to monitor the gas space temperature. Rigid foam board 
(polyisocyanurate) is used for thermal insulation, and temperature 
measurements indicate that sidewall heat losses are less than ten 
percent of the floor-to-ceiling heat transfer. 

Decane (C|0H22) is used as the test liquid because it is repre­
sentative of waste tank solvents and because evaporation rates of 
interest can be obtained at near ambient temperatures (about 
22°C). It is contained in a circular pan which is constructed using 
a 1.2 cm steel band and a sheet of aluminum foil. The weight of the 
decane holds the pan against the floor. Separate-effects tests indi­
cate that the pool temperature is within 0.1 °C of the enclosure floor 
temperature, confirming that the gap resistance between the pan 
and the floor is minimal. Pool evaporation is measured by period­
ically raising the pan and suspending it from a DI-8KD electric 
balance. The suspension hanger passes through a \-m. diameter 
penetration in the ceiling tank. This penetration is sealed when the 
pan is resting on the heated floor. The balance provides 0.01 g 
resolution, which allows for accurate measurement of evaporation 
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Fig. 1 Schematic illustration of the apparatus 
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Fig. 2 Mass loss data and comparison to theory. Uncertainty in data is 
±2 percent. Solid curves are given by Eq. (3), while dotted curves (C0 = 
0.15) are given by Eq. (4). 

rates in the range of interest (say from 0.01 to 1.0 g/hr). Mass 
measurements are reproducible within ±0.02 g. 

We have chosen to run closed-system (no enclosure purge) tests 
in order to expedite measurement of pool evaporation rates. Thus 
we assume quasi-steady behavior over a range of evaporation 
rates, with the maximum rate occurring at the beginning of a test. 
Enclosure gas composition has not been measured since it may be 
inferred from the measured evaporation rates. 

Experimental Results 
Figure 2 illustrates measured evaporation rates for each pool 

size in terms of mass loss data. For each test the enclosure floor 
and ceiling temperatures are nominally maintained at 23.0 and 
21.0°C, respectively. Pool diameters of 9, 13, 19, 26.2, and 38 cm 
are investigated so as to double the pool area in successive tests. 
The surface area of the largest pool covers only 8.7 percent of the 
1.3-m2 floor area. In each case the decane pool is about 5 mm deep. 
Two cases are repeated to demonstrate reproducibility. 

An uncertainty analysis of the measurements is performed using 
the root-sum-square method (Kline and McClintock, 1953). Un­
certainty in the mass lost, Am, is within ± 2 percent. The observed 
AT between the average measured T„ and Tc is maintained be­
tween 1.90 and 1.95°C. The gas-space sensors indicate that the 
enclosure bulk gas temperature T* is close to the average of the 
floor and ceiling temperatures (±0.2°C), from which we infer that 
the gas space is reasonably well mixed and that T„ «=> (T„ + 
Tc)/2. The overall uncertainty in the quantity T„ — T„ is esti­
mated to be 25 percent. The nominal value of this driving temper­
ature difference for natural convection is 1°C with an average 
measured value of 0.96°C. 

Discussion of Results 
The warm surface of the organic pool is at the same temperature 

T„ as the uniformly heated metal floor. Far away from the surface 
of the organic pool the enclosure air has a known uniform tem­
perature T„ and, presumably, an instantaneous uniform concentra­
tion (mass fraction) of organic vapor F„. During the course of a 
run, F„ increases continuously from its initial value Yx = 0. In a 
perfectly sealed enclosure Yx may be inferred from the measure­
ments of the decrease in organic liquid. At the surface of the 
organic pool the organic vapor concentration is the equilibrium 
value Yeq{T„) evaluated at the floor temperature. The organic 
liquid has a low vapor pressure at the temperatures of interest, so 

Yet,(Tw) is small and in this limit the difference between the density 
of the air/decane mixture at the surface of the decane pool, p„, and 
the density p„ of the mixture far from the surface of the pool may 
be shown to be 

P. ^ - ^ V ^ J - r J 
T„-

(D 

where Mg and M„ are, respectively, the molecular weights of the 
air and the organic vapor. 

The intrinsic gravitational stability of the gas mixture just above 
the organic pool depends on whether (p„ — pa)lpx is positive or 
negative. Examination of Eq. (1) reveals that the vapor pressure 
exerted by the organic tends to increase the value of this quantity, 
since M„ > Ms, and therefore increase the stability of the gas 
mixture. For a given floor temperature, T„ and Yeq(T„) are fixed. 
Therefore, the sign and magnitude of the ratio (p,„ - pj)lp„ 
depends on the bulk concentration F„ of the organic vapor in the 
enclosure gas. Experiments begin with Yx = 0. The relevant 
temperatures during an experiment are T„ = 22°C and T„ = 23°C 
and, for decane, Yeq{T„) = 0.01. Thus during the early stages of 
an experiment the contributions of organic vapor and temperature 
to the density ratio (p,„ - p„)/px are (1 - MJMv)Yeq(T„) = 
7.96 X 10~3 and (T„ - T„)/T„ = 3.39 X 10" \ respectively. 
The positive value of p,„ — p„ induces a downward flow over the 
pool as a result of a radial outflow of the dense vapor/gas mixture. 
However, based on the experimental evidence given below, we 
feel that the contribution of downflow convection to the pool 
evaporation rate is probably small relative to the turbulent free-
convective structure produced by the floor-to-ceiling temperature 
difference. 

Heat transfer measurements of highly turbulent free convection 
in horizontal fluid layers, combined with the Chilton-Colburn 
heat/mass transfer analogy, result in a correlation for the evapo­
ration mass flux rh" off the surface of the organic pool of the form 

m" = h„[YJTw) - y j 

CoPcoD 
vDTm 

{YM - FJ (2) 

where D and v are the binary diffusion coefficient and kinematic 
viscosity of the organic vapor/air mixture, respectively, h„, is the 
coefficient for mass transfer, and g is the gravitational constant. 
The numerical coefficient C„ has been shown experimentally by 
Katsaros et al. (1977) to be C„ = 0.15, though slightly different 
values have been suggested by other authors. The thermals that are 
generated at the ceiling and at the floor just beyond the perimeter 
of the pool are assumed to affect the motion of the enclosure gas 
so significantly that turbulent natural convection prevails above the 
surface of the pool and Eq. (2) represents the evaporation rate 
reasonably well. 

Our simple closed-system (no purge) experimental technique is 
based on the reasonable expectation that the mass evaporation rate 
measured during a steady-state experiment with a gas purge and, 
therefore, with a fixed Y«,, is almost identical to the rate measured 
in our experiment at the instant the bulk enclosure concentration 
"passes through" Yx. The mass of the organic liquid that has been 
removed from the pool by evaporation at time t, Am, is then given 
by 

Am = pVYeq(Tj 
TTR2h„, 

1 ~ e x p I ~ ~~p~jT' (3) 

where R is the pool radius and V is the enclosure volume. Equation 
(3), with the mass transfer coefficient h,„ as defined in Eq. (2), is 
used to generate the model predictions represented by the solid 
curves in Fig. 2. Good agreement with early-time data is obtained 
by allowing the numerical coefficient C„ to vary between 0.1 and 
0.15. The decreasing value of C„ with increasing R indicates that 
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the surrounding thermals become less effective as the pool size 
increases. 

With regard to the downflow mode mentioned previously, it is 
worth noting that a few isothermal (T„ = Tc) evaporation exper­
iments have been performed using 9 and 17-cm diameter pools. 
During these experiments there was no surrounding thermal con­
vection, and evaporation proceeded by downward flow over the 
pool and/or by diffusion. The evaporation rate for the 9-cm pool is 
a factor of two less than that previously measured in the presence 
of thermal convection. For the 17-cm pool the evaporation rate is 
a factor of three less than the evaporation rate with thermal 
convection. If downflow were dominating the evaporation process 
then evaporation rates in the presence of thermal convection 
should have been nearly the same as those measured under iso­
thermal conditions. Also the downflow mechanism requires a 
positive value of p„ - p„. If this mechanism is important, one 
anticipates a detectable change (reduction) in the slope of the 
measured mass lost versus time curves as the neutral stability limit 
is approached (lower dashed line in Fig. 2). On the contrary, the 
mass lost versus time trend is unchanged as the neutral stability 
line is crossed. Clearly, the evaporation process is governed mostly 
by exterior turbulent conditions rather than by the horizontally 
directed, hydrostatic pressure gradient just above the surface of the 
pool. 

The evaporation history given by Eq. (3) is valid until Am 
exceeds the mass of vapor in equilibrium with the ceiling (Ame,), 
say at time t = tc. Thereafter evaporation from the pool is 
balanced by condensation on the ceiling. The (well-mixed) enclo­
sure concentration remains at Yx = Yeq(Tc) and evaporation 
continues at a constant rate such that 

Am = PV[Yell(Tc) + TrR2hm(Yeq(Tw) - Yeq(Tc))(t - 0 1 (4) 

Equation (4) is used to extend the model past the point when 
condensation begins, which is calculated to occur at Am = 
Ameil(Tc) = 14.4 g, or when F„ = Yeq (21°C) = 0.00871 (upper 
dashed line in Fig. 2). 

Note that in the later stages of an experiment the contribution of 
organic vapor to the density ratio (pw — px)/p„ is reduced while 
the thermal contribution is unchanged. By the time condensation 
begins the vapor contribution becomes (1 — MeIMv)(Yeq{T„) — 
Ye9(Tc)) = 1.0 X 10~3, and thermal convection is overwhelming. 
Since the stabilizing influence of the organic vapor is diminished 
as the enclosure vapor concentration increases, it is reasonable to 
infer that its apparent impact on the model coefficient C„ is 
likewise reduced. Thus the appropriate value for C„ is expected to 
gradually approach 0.15 later in an experiment. In mathematical 
terms (see Eq. (1)) this transition likely begins at the neutral 
stability limit where (p„ — p«,)/px = 0, which corresponds to Y„ 
= 0.00568 or Am = 9.4 g (see again Fig. 2). This expectation is 
supported by the late-time (t > tc) data shown in Fig. 2, which 
indicate evaporation rates that compare reasonably well with the 
(steady) rates predicted for C0 = 0.15. 

Conclusion 
The theoretical implications of the comparisons displayed in 

Fig. 2 are clear: Evaporation from the organic pool is strongly 
affected by global natural circulation in the enclosure, and the 
evaporation rate appears to be predictable by a well-established 
mass transfer correlation. The conventional numerical coeffi­
cient for this correlation is Ca = 0.15. However, for moderate 
enclosure vapor concentrations, such that the bulk gas density is 
less than the gas mixture density just above the organic pool 
(i.e., p« < p j , the present data suggest that as the pool size 
increases above 0.4 m the appropriate coefficient decreases and 
falls below C„ = 0.1. 
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Effects of Surface Tension and Binary 
Diffusion on Pool Boiling of Dilute 
Solutions: An Experimental 
Assessment 

S. G. Kandlikar12 and L. Alves1 

Pool boiling heat transfer with dilute binary mixtures introduces 
two additional effects due to binary diffusion, and due to change in 
the surface tension. The secondary effects due to changes in 
contact angle and wetting characteristics may also play a role. The 
present study focuses on identifying these effects for dilute aqueous 
solutions of ethylene glycol. Pool boiling experiments are con­
ducted to generate data in the range of one to ten percent mass 
fraction. It is found that in the low concentration region, the binary 
diffusion effects are insignificant for aqueous solutions of ethylene 
glycol, and a slight improvement in heat transfer coefficient is 
observed over the pure water value. The binary diffusion effects 
are related to a volatility parameter, V,. The heat transfer coeffi­
cient does not degrade in the region where V, < 0.03, and the 
surface tension does not change appreciably compared to pure 
water value. This points to the possibility that the changes in 
contact angle and wetting characteristics play an important role in 
the pool boiling heat transfer. 

Nomenclature 

cpJ = liquid specific heat, J/kg°C 
Dl2= mass diffusivity of 1 in 2, m2/s 
i,g = latent heat, J/kg 
p = pressure, Pa 
R = radius of a bubble, m 
T = temperature, K 
V = volatility parameter, = (CM/^)(K/£>I2)0 '5(XI - y^dT/dx, 
x = liquid mass fraction 
y = vapor mass fraction 

Greek 

a = heat transfer coefficient, W/m2oC 
K = thermal diffusivity, m2/s 
A = thermal conductivity, W/m°C 
<T = surface tension, N/m 

Subscripts 

1 = component 1, water 
2 = component 2, ethylene glycol 
g = vapor 
/ = liquid 
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the surrounding thermals become less effective as the pool size 
increases. 

With regard to the downflow mode mentioned previously, it is 
worth noting that a few isothermal (T„ = Tc) evaporation exper­
iments have been performed using 9 and 17-cm diameter pools. 
During these experiments there was no surrounding thermal con­
vection, and evaporation proceeded by downward flow over the 
pool and/or by diffusion. The evaporation rate for the 9-cm pool is 
a factor of two less than that previously measured in the presence 
of thermal convection. For the 17-cm pool the evaporation rate is 
a factor of three less than the evaporation rate with thermal 
convection. If downflow were dominating the evaporation process 
then evaporation rates in the presence of thermal convection 
should have been nearly the same as those measured under iso­
thermal conditions. Also the downflow mechanism requires a 
positive value of p„ - p„. If this mechanism is important, one 
anticipates a detectable change (reduction) in the slope of the 
measured mass lost versus time curves as the neutral stability limit 
is approached (lower dashed line in Fig. 2). On the contrary, the 
mass lost versus time trend is unchanged as the neutral stability 
line is crossed. Clearly, the evaporation process is governed mostly 
by exterior turbulent conditions rather than by the horizontally 
directed, hydrostatic pressure gradient just above the surface of the 
pool. 

The evaporation history given by Eq. (3) is valid until Am 
exceeds the mass of vapor in equilibrium with the ceiling (Ame,), 
say at time t = tc. Thereafter evaporation from the pool is 
balanced by condensation on the ceiling. The (well-mixed) enclo­
sure concentration remains at Yx = Yeq(Tc) and evaporation 
continues at a constant rate such that 

Am = PV[Yell(Tc) + TrR2hm(Yeq(Tw) - Yeq(Tc))(t - 0 1 (4) 

Equation (4) is used to extend the model past the point when 
condensation begins, which is calculated to occur at Am = 
Ameil(Tc) = 14.4 g, or when F„ = Yeq (21°C) = 0.00871 (upper 
dashed line in Fig. 2). 

Note that in the later stages of an experiment the contribution of 
organic vapor to the density ratio (pw — px)/p„ is reduced while 
the thermal contribution is unchanged. By the time condensation 
begins the vapor contribution becomes (1 — MeIMv)(Yeq{T„) — 
Ye9(Tc)) = 1.0 X 10~3, and thermal convection is overwhelming. 
Since the stabilizing influence of the organic vapor is diminished 
as the enclosure vapor concentration increases, it is reasonable to 
infer that its apparent impact on the model coefficient C„ is 
likewise reduced. Thus the appropriate value for C„ is expected to 
gradually approach 0.15 later in an experiment. In mathematical 
terms (see Eq. (1)) this transition likely begins at the neutral 
stability limit where (p„ — p«,)/px = 0, which corresponds to Y„ 
= 0.00568 or Am = 9.4 g (see again Fig. 2). This expectation is 
supported by the late-time (t > tc) data shown in Fig. 2, which 
indicate evaporation rates that compare reasonably well with the 
(steady) rates predicted for C0 = 0.15. 

Conclusion 
The theoretical implications of the comparisons displayed in 

Fig. 2 are clear: Evaporation from the organic pool is strongly 
affected by global natural circulation in the enclosure, and the 
evaporation rate appears to be predictable by a well-established 
mass transfer correlation. The conventional numerical coeffi­
cient for this correlation is Ca = 0.15. However, for moderate 
enclosure vapor concentrations, such that the bulk gas density is 
less than the gas mixture density just above the organic pool 
(i.e., p« < p j , the present data suggest that as the pool size 
increases above 0.4 m the appropriate coefficient decreases and 
falls below C„ = 0.1. 
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two additional effects due to binary diffusion, and due to change in 
the surface tension. The secondary effects due to changes in 
contact angle and wetting characteristics may also play a role. The 
present study focuses on identifying these effects for dilute aqueous 
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fraction. It is found that in the low concentration region, the binary 
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cient does not degrade in the region where V, < 0.03, and the 
surface tension does not change appreciably compared to pure 
water value. This points to the possibility that the changes in 
contact angle and wetting characteristics play an important role in 
the pool boiling heat transfer. 

Nomenclature 

cpJ = liquid specific heat, J/kg°C 
Dl2= mass diffusivity of 1 in 2, m2/s 
i,g = latent heat, J/kg 
p = pressure, Pa 
R = radius of a bubble, m 
T = temperature, K 
V = volatility parameter, = (CM/^)(K/£>I2)0 '5(XI - y^dT/dx, 
x = liquid mass fraction 
y = vapor mass fraction 

Greek 

a = heat transfer coefficient, W/m2oC 
K = thermal diffusivity, m2/s 
A = thermal conductivity, W/m°C 
<T = surface tension, N/m 

Subscripts 

1 = component 1, water 
2 = component 2, ethylene glycol 
g = vapor 
/ = liquid 

' Mechanical Engineering Department, Rochester Institute of Technology, 
Rochester, NY 14623. 

2 e-mail: sgkeme@rit.edu. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER and submitted for presentation at NHTC, Albuquerque. Manuscript 
received by the Heat Transfer Division, Oct. 26, 1997; revision received, Jan. 13, 
1999. Keywords: Binary, Boiling, Heat Transfers, Surface Tension. Associate 
Technical Editor: M. Kaviany. 

488 / Vol. 121, MAY 1999 Transactions of the ASME                                                           Copyright © 1999  by ASME 

Downloaded 10 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:sgkeme@rit.edu


Table 1 Summary of some important studies on surface tension on boiling 

Author/Year 

Lowery and 
Westwater 
(1957) 

Jontz and Myers 
(1960) 

Dunskus and 
Westwater 
(1961) 
Roll and Myers 
(1964) 

Frost and 
Kippenhan 
(1967) 

Kochaphakdee 
and Williams 
(1970) 

Shah and Darby 
(1973) 

Yang and Maa 
(1983) 

Tzan and Yang 
(1990) 

Wang and 
Hartnett(1992) 

Straub(1993) 

Malyshenko, 
(1994) 
Ammerman and 
You (1996) 

Wozniak, 
Wozniak and 
Bergelt (1996) 

Mixtures/ 
Composition 
Methanol with 
additives 

Water and Aerosol 
and Tergitol of 
different 
concentrations 
Isopropanol with 
additives 

Water and five 
surfactants 

Water with surface 
active agent in 
forced convection 
boiling 

Water and 
polymeric 
additives 

Water with 
commercial 
surfactant 
Water with two 
different 
surfactants 
Water with SLS 
surfactant 

Water with 
surfactants 

Water and 
refrigerant under 
regular and micro-
gravity 

Argon 

Water and FC-72 
with SLS 
surfactant 

Water under 
regular and micro-
gravity 

Results 

Heat transfer increased although the surface tension 
remained unchanged with additives. 

Volumetric study with air indicated that dynamic surface 
tension changed for Trgitol solutions but not for aerosol 
solutions. Heat transfer increased by 50% with Targitol, 
and by 400% with Aerosol. 
Bubble frequency increased with additives, surface 
viscosity with higher molecular weight additives was 
identified as a factor. 
Bubble volume at departure and bubble growth rates 
were obtained experimentally. Bubble volume, growth 
time and delay time decrease with surface tension, 
bubble frequency increased by an order of magnitude. 
Nucleation, bubble growth and heat transfer for pure 
water and water containing different amount of surface 
active agent were compared. With the additive, more 
sites were nucleated, bubble growth was slower, and 
heat transfer improved. 

Polymeric additives with long chain molecules 
improved heat transfer. Although the viscosity was not 
affected, the heat transfer was improved due to the same 
factors as those responsible for reducing turbulent drag 
for these mixtures in pipe flow. 
In the falling film experiments, heat transfer improved 
due to the increased foaming under nucleate boiling 
conditions. 
As surface tension of the mixture decreased, the heat 
transfer coefficient increased. 

Heat transfer improved with addition of surfactant. The 
bubble density also increased on the heater surface. 

Heat transfer with SLS and Tween surfactants in water 
was same or lower than water though the surface tension 
was lower. 

The presence of bubble on a surface induced micro-
convection which improved heat transfer with 
refrigerant, but not for water. Role of surface tension 
through flow around bubble explained. 

The experimental values of superheat prior to nucleation 
are lower than calculated values. 
The heat transfer rate increased with the addition of 
surfactant. The convection component increased while 
the latent component decreased. 

Surface tension driven flow becomes important in the 
absence of buoyancy circulation caused by gravity. 

Comments 

Rate of nucleation on the heating surface 
was affected by the presence of additives, 
indicating that other factors may be 
important besides surface tension. 
Initiation of nucleation was identified as 
another parameter being affected by surface 
tension beside the departure bubble volume. 

Changes in contact angle and surface 
viscosity are believed to affect the heat 
transfer rates. 
The complex influence of surfactants on 
heat transfer through bubble growth, 
departure size and frequency identified. 

Although the results are for forced 
convection, the observed trends are similar 
to those for pool boiling by other 
investigators. The relationship between 
number of bubbles and their growth rates, 
and heat transfer is quite complex. 
Surface viscosity with high molecular 
weight additives retards bubble coalescence 
leading to increase in heat transfer rate. 

Foaming results as the bubbles do not 
coalesce. This behavior is due to the 
reduction in surface tension. 
The localized increase in surface tension 
during the growth of a bubble inhibits 
coalescence. 
The photographs show the increased bubble 
activity with smaller bubbles as the surface 
tension decreased. 
The results are contradictory to other 
studies, (for example Tzan and Yang, 1990, 
Yang and Ma, 1990). The reasons are not 
clear. 
Photographic results under saturated 
conditions should be used with caution as 
the camera speed was low at 100 fpm. 
Presence of smaller bubbles improved heat 
transfer as against the formation of dry 
spots with large bubbles. 
For small bubbles, the curvature effect on 
surface tension needs to be considered. 
The system is similar to Wang and Hartnett 
(1992) for water, but the heat transfer 
improved with addition of surfactant. 
Increased nucleation with surfactants 
caused agitation of liquid. 
Role of surface tension becomes more 
important in micro-gravity. 

1 Introduction 
Boiling heat transfer is the direct result of nucleation, growth, 

and subsequent departure or collapse of vapor bubbles. The phys­
ical existence of bubbles on a heated surface in a liquid introduces 
solid-liquid-vapor interfaces whose characteristics play an impor­
tant role in heat transfer and needs to be included in the analysis. 
Even the simplistic macroscopic models, such as a mechanical 
force balance on bubbles growing on a cavity, coupled with 
transient heat transfer analysis, have provided good engineering 
estimation of the nucleation criterion and heat transfer to some 

extent. Extension of these models to microscale level is certain to 
raise a number of concerns, some of which may be addressed by 
the molecular descriptions presented in literature (e.g., Matsumoto 
et al., 1995). With the focus on microscale heat transfer in many 
applications, such as high flux cooling, ink-jet printers, or localized 
cooling on an electronic chip surface, there is a growing need to 
understand the effects of interface mechanisms. A more challeng­
ing task, however, lies ahead in translating the microscopic model 
into information that provides meaningful solutions to practical 
engineers. The problem is further complicated in binary and mul-
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ticomponent systems, which are often employed in many of the 
above-mentioned applications. 

In the present paper, the heat transfer characteristics of dilute 
aqueous solutions of ethylene glycol are investigated. The exper­
imental results generated along with the information available in 
literature are discussed to gain a better understanding of the 
parameters affecting the boiling heat transfer for such mixtures. 

2 Literature Review 
Surface tension has been identified as an important property 

affecting the nucleation behavior of a cavity. The nucleation cri­
teria developed by Bergles and Rohsenow (1964) and Hsu (1962) 
indicate that as the surface tension is lowered, the excess pressure 
requirement is lowered, as given by Ap = 2cr/R, where R is the 
critical radius of the nucleating bubble. Clearly, more nucleation 
sites would become active at a given superheat if a surface-active 
agent is added to a pure liquid lowering its surface tension without 
affecting other properties. 

Early investigators recognized the importance of surface tension 
in improving the boiling heat transfer. Table 1 summarizes some of 
the important work in this area. It can generally be concluded from 
these studies that a reduction in surface tension leads to a higher 
nucleation site density, large number of small bubbles on the 
heater surface, and generally a higher heat transfer coefficient. 
However, there may be other factors responsible in improving the 
heat transfer as indicated by the study of Lowerey and Westwater 
(1957) where the heat transfer increased while surface tension 
remained constant. 

The effect of surface tension is seen in two ways. First, the range 
of active nucleation sites increases as the surface tension is reduced. 
This is clearly observed through the photographic studies listed in 
Table 1 showing a considerable increase in the bubble population on 
a heater surface. The other related effect is that the bubbles do not 
coalesce as readily, causing a large number of bubbles to exist on the 
heater surface. Departure bubble diameter is also reduced. 

Interestingly, it has been reported in literature that the bubble 
growth rates in binary systems are lower compared to pure fluids. 
Roll and Myers (1966) attribute this to early nucleation at lower 
wall superheats. The smaller available temperature difference re­
sults in a subsequent slower growth rate. Another influencing 
factor is that, in the presence of a surface-active agent, bubbles do 
not coalesce, thereby leaving a larger number of smaller bubbles 
covering the heater surface. Since the smaller diameter cavities fall 
in the active range, the surface characteristics become important. 
This fact could perhaps be responsible for the contradictory results 
observed by Wang and Hartnett (1994), who observed a decrease 
in heat transfer with a decrease in surface tension, rather than an 
increase as reported by other studies reported in Table 1. 

The effects of secondary flows, induced by the variation of 
surface tension around a bubble become important in microgravity 
applications. The exact dependence is still not clear. As some 
studies indicate, this phenomenon may not be important with water 
(Straub, 1993). 

The addition of another liquid is expected to change the contact 
angle and wetting characteristics of the mixture. This effect has 
been suspected to affect the heat transfer by some investigators 
(e.g., Dunskus and Westwater, 1961). However, the information 
available in literature is not enough to draw any conclusions. 

An additional mass transfer resistance to evaporation is introduced 
at the interface in binary systems. This is a direct result of the 
depletion of the more volatile component during evaporation at the 
interface. The reduction in the heat transfer depends on the difference 
between the liquid and vapor phase compositions, and the slope of the 
bubble point curve. Kandlikar (1998a, b) utilized a volatility param­
eter, Vt = {cpjJife){KlDn)

ai{xl —yi)dT/dxu to incorporate the binary 
effects in pool boiling. The same parameter was utilized in flow 
boiling, and it was found that the suppression due to mass diffusion 
effects was negligible for V, < 0.03, and heat transfer data was well 
represented by the ideal mixture value (obtained by treating the 

1 Boiling Vessel 

2 Test Section 
3 Condenser 
4 Thermocouples 
5 Auxiliary 

Heaters 

6 Insulating 
Enclosure 

7 Liquid 
Surface 

8 Observation 
Window 

Fig. 1 Experimental setup 

mixture as a pesudo-single-component fluid), without any suppression 
factor (Kandlikar, 1998b). Since the pool boiling data for dilute 
solution was not available, this limit could not be established in the 
pool boiling correlation. 

The objectives of the present study are to obtain the experimen­
tal data for pool boiling of water/ethylene glycol at low concen­
trations of ethylene glycol, to establish the limits for V, in esti­
mating the lower limit of binary diffusion effects. The study is also 
expected to provide an insight on the effects due to variation in 
surface tension and mass diffusion on pool boiling, and indicate 
whether the factors such as contact angle and wettability variation 
needs to be included in future studies. 

3 Experimental Setup 

3.1 Experimental Apparatus. The experimental apparatus 
utilized in this investigation is similar to that employed by Fujita 
et al. (1996). The apparatus brings a pool of quiescent liquid to its 
saturation temperature at atmospheric pressure, and allows the data 
collection while observing the bubble activity on the tubular heat­
ing element. A schematic of the pool boiling apparatus is presented 
in Fig. 1. 

The experimental apparatus consists of a boiling vessel, a horizon­
tally mounted seamless stainless steel tubular heating element, and an 
external insulating vessel or enclosure. The boiling vessel is a rect­
angular tank made out of |-in. 2024-T3 aluminum stock, whose 
dimensions are 82.16 mm X 82.16 mm and it is 123.24 mm tall. It 
provides a glass window for visual observation of the boiling phe­
nomena. A rectangular window 51.35 mm X 82.16 mm is made out 
of an amber borosilicate with properties very similar to those of 
PYREX. 

The heating element, or test section, consists of an electrically 
heated seamless stainless steel tube with 3.08 mm OD, 2.05 mm ID, 
and 42.4 mm long. It was mounted horizontally 60 mm below the free 
liquid surface. The circular tube heater geometry was selected because 
the results obtained by Fujita et al. (1996) for a similar geometry could 
be used to check the validity of the present experimental setup before 
conducting experiments in the low concentration region. While pre­
vious researchers utilized the test section as a resistance thermometer, 
in this study the internal wall temperature of the stainless steel tube is 
measured with a set of four E-type thermocouples. A Teflon tubing 
was introduced with a slight interference-fit inside the heating tube for 
positioning and securing the thermocouples against the inner tube 
wall as shown in Fig. 2. The four thermocouple wires were threaded 
through the flexible Teflon tube, and the thermocouple beads were 
manufactured to fit closely inside the tapered hole. The thrmocouples 
were flush with the teflon tube, and measured the inner wall temper­
ature of the stainless steel tube. The thermocouple beads were placed 
7 mm and 90 deg apart from its neighbor and were mounted sym­
metrically from the center of the tube length covering the central 
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Fig. 2 Details of the test section 

25-mm tube length. The resulting geometry yielded an adequate 
overall coverage of the internal temperature distribution along the 
inner wall of the heating element. The stainless steel tube was pow­
ered by a DC power within a range of 15-60 amps, according to the 
heat flux specification. The teflon tube was filled with epoxy so that 
there was no convection inside the stainless steel or teflon tubes. Also, 
the absence of axial conduction losses in the central region provided 
accurate estimation of heat flux in the vicinity of the thermocouples. 

A second set of thermocouples was deployed vertically in the 
boiling vessel to measure the bulk liquid and vapor temperatures. 
Three thermocouples were placed in the liquid, and two in the vapor, 
and they monitored the saturation state of the mixture. In bringing the 
liquid to its saturation temperature, four auxiliary sheet heaters were 
attached on the outside walls of the boiling vessel. The heaters are 
rated 100 watts at 120 volts. After reaching the saturation state, the 
power to heaters was reduced to 60-80 percent of the rated output for 
the duration of the experiments. 

In maintaining the original experimental conditions throughout, 
it was important to maintain the same heating surface character­
istics for all runs and to keep the composition of the liquid constant 
during each run. An ethanol drenched gauze was used to clean the 
surface prior to each data gathering session followed by thorough 
rinsing with distilled water. To keep the liquid composition con­
stant during each series of runs, a condenser was provided to 
condense the vapor generated on the boiling surface. 

It should also be noted that to avoid the thermal hysteresis effects, 
a phenomenon frequently observed in boiling systems, the heat flux 
was gradually increased to the highest desired value, and the data was 
collected as the heat flux was reduced in a step-wise fashion. 

3.2 Details of the Binary Mixture and Error Estimation. 
In the present study the liquid charged to the boiling vessel was 
made up of distilled water and super-high reagent grade ethylene 
glycol. The distilled water utilized had been de-gassed. The two 
pure components were mixed on a volume ratio basis, derived 
from the desired mass fraction values. The resulting mass fraction 
was accurate to within ±0.1 percent. It was decided that data for 
the entire range of concentration should be gathered first and 
compared with the published literature to ascertain the accuracy of 
the experimental setup. After these tests, dilute aqueous solutions 
of ethylene glycol are tested for the concentrations of one, two, 
three, five, and ten percent by mass. 

The standard fluid properties for each of the components were 
obtained from the ASHRAE Fundamentals Handbook (1994) for 
water, and from a Union Carbide (1997) publication for ethylene 
glycol. Mixture properties were obtained from HYSIM (1996) 
property routines. The thermocouples were calibrated at steam 
point and ice point and matched with the actual values within 0.1 
C. The error in the surface temperature estimation from the tem­
perature profile equation for a tube with internal heat generation 
provided a surface temperature estimation within 0.2 K. The heat 
flux was calculated after measuring the actual voltage applied to 

the test section. The heat losses from the sides were minimal and 
their influence was negligible as only the central 21 mm region of 
the tube length over the 42 mm heated length was considered for 
temperature measurement and subsequent data reduction. From 
this analysis, the overall heat transfer coefficient is estimated 
following the error analysis procedure outlined by ASME Policy 
on Error Estimation to be within ±7.5 percent. 

3.3 Experimental Procedure and Data Reduction. The 
experimental procedure was initiated with the charging of the 
binary mixture, at the required concentration, to the boiling vessel. 
The mixture was then brought up to its saturation temperature, at 
atmospheric pressure, by the use of four auxiliary heaters. Once 
the temperature came to within 3 K of the saturation temperature, 
the auxiliary heater power was cut down to between 60 percent and 
80 percent of the maximum power. Direct current, ranging be­
tween 15 and 60 amperes, was then supplied to the stainless steel 
test section, and this was done in the order of decreasing heat flux 
to avoid boiling hysteresis. The process was allowed to proceed for 
approximately \ hour, enough time for degassification of the mix­
ture and for the temperature distribution on the boiling surface to 
stabilize. The two sets of temperatures inside the vessel and inside 
the heater tube were then recorded. This procedure was repeated 
for the entire spectrum of concentrations, and multiple runs veri­
fied the validity of the gathered results. 

From the measured values of power to the heater, the heat flux was 
calculated after incorporating the voltage drop in the leads. The 
average of the four inner wall temperatures was used to estimate the 
outer wall temperature using the temperature distribution expression 
for a cylinder with uniform heat generation. The saturation tempera­
ture was determined from the atmospheric pressure and the known 
concentration. HYSIM property routines were employed to determine 
the saturation properties. Heat transfer coefficient was then calculated 
on the basis of the outside diameter of the heater tube. 

4 Results and Discussion 
Experiments were first conducted over the entire range of mass 

concentration in steps of 0.1 to compare with the available data by 
Fujita et al. (1996). Figure 3 shows the results for the heat flux 
value of 100 kW/m2. Experiments could not be performed with 
pure ethylene glycol due to its high boiling point. It can be seen 
that the agreement between the two sets is excellent. However, the 
pure water data lies somewhat below Fujita et al.'s data. To 
confirm this, the pure water runs were repeated three more times 
over a period of two months. The results were within two percent. 
Similar agreement was observed at lower heat fluxes as well. 

To study the effect of concentration on heat transfer for dilute 
mixtures, experiments were conducted with one, two, three, five, 
seven, and ten percent mass fractions of ethylene glycol. Figure 4 
shows the results for four different heat fluxes. For one percent 
concentration, the heat transfer coefficient increased between zero to 
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Fig. 3 Comparison of present work with Fujita et al. (1996) 
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Fig. 4 Experimental data for dilute aqueous solutions of ethylene glycol 

0.4 0.6 

Mas$ Fraction of H20 

Fig. 6 Variation of the volatility parameter with concentration 

five percent above the pure water value, and then it started to decrease 
with increasing concentration. However, as the heat flux increased, 
the heat transfer coefficient with two, three, and five percent ethylene 
glycol concentration was also noted to be above the respective pure 
water values. There is no data available in literature in this range of 
composition. To verify the results, the experiments were repeated and 
found to agree within two to three percent. 

The ideal heat transfer coefficient, aid, for the binary solutions 
are obtained as the reciprocal mass fraction average of the respec­
tive pure component value. Fujita et al.'s (1996) values for pure 
ethylene glycol were used in calculating aid. Variation of ald with 
concentration is also plotted in Fig. 4. 

As noted in the literature survey, the addition of surfactants at 
low concentration is found to increase the heat transfer coefficient. 
Figure 5 shows the variation of surface tension with ethylene 
glycol concentration obtained from the HYSIM property routines, 
It is seen from this figure that the surface tension remains almost 
constant with the addition of small quantities of ethylene glycol to 
water. However, adding water to ethylene glycol increases the 
surface tension at low concentrations. 

In the low concentration region, the surface tension as well as 
other properties remain essentially constant at the pure water 
values. The enhancement effect is shifted to higher concentrations 
(see Fig. 3), in the two to five percent range, as the heat flux is 
increased from 10 to 100 kW/m2. 

The most significant factor associated with binary pool boiling 
heat transfer is the degradation caused by the preferential evapo­
ration of the more volatile component at the bubble interface. The 
mass transfer resistance in the liquid raises the liquid temperature 
at the interface with subsequent degradation in heat transfer. In 
analyzing pool boiling heat transfer, the volatility parameter V, is 
often utilized. The same parameter was utilized by Kandlikar 
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Fig. 5 Surface tension variation with mixture composition 

(1998b) in correlating the flow boiling data of mixtures. It was 
noted that for V, < 0.03, the mixture effects were negligible, and 
the heat transfer was given by the ideal heat transfer coefficient 
value. In other words, the mixture behaved like a pure component 
without any mass diffusion effects. 

Figure 6 shows a plot of the volatility parameter, V,, plotted 
against mass concentration for water-ethylene glycol mixture. It 
can be seen that at low concentrations of ethylene glycol, up to ten 
percent, the value of V, is less than 0.005. In this range, the mass 
diffusion effects would be negligibly small. 

Conversely, the volatility parameter has a very high value near 
pure ethylene glycol side (Fig. 6). Further, the surface tension 
increases rapidly with the addition of small amounts of water (Fig. 
5). The combined effect of these two factors is a significant 
deterioration in heat transfer for water-ethylene glycol mixture 
with small amount of water as seen from Fig. 3. 

In the absence of the surface tension changes, or mass diffusion 
effects, the only explanation for the slight improvement in the heat 
transfer coefficient seen in the low concentration region could be 
offered on the basis of the changes in contact angle, or other 
bubble nucleation and growth related parameters. However, the 
increase observed is quite small, and it is suggested that similar 
experiments should be conducted with other binary mixtures to 
explore the heat transfer characteristics in the low concentration 
region in the absence of significant mass diffusion effects. 

5 Conclusions 

The literature survey indicates that addition of a small amount of 
surface-tension reducing agent enhances the pool boiling heat 
transfer. An experimental study was performed to determine the 
effects of binary diffusion and surface tension on pool boiling heat 
transfer of dilute aqueous solutions of ethylene glycol. The exper­
imental results over the 10 to 98 percent range are in excellent 
agreement with the experimental data of Fujita et al. (1996). 
Following conclusions related to the low concentration region are 
drawn based on the present study. 

1 Heat transfer coefficient was seen to increase slightly with 
the addition of small amount of ethylene glycol to water. Surface 
tension of the mixture was essentially constant in this range, and is 
not believed to be the cause for this increase. 

2 The binary diffusion effects are insignificant for dilute aque­
ous solutions of ethylene glycol. The volatility parameter Vx is 
seen to represent this effect. For V, < 0.03, the mixture may be 
treated like a pure component from a heat transfer viewpoint. The 
heat transfer coefficient can be estimated as the pool boiling heat 
transfer coefficient for the ideal mixture. Additional correction for 
surface tension may be introduced in this term. 

3 Since the surface tension and the mass diffusion effects are 
found to be insignificant for the aqueous solutions of ethylene 
glycol a low concentrations, the changes in contact angle or other 
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related parameter are suspected to be responsible for this increase. 
Further experimentation with different binary combinations is rec­
ommended along with accurate measurements of contact angle 
changes in this region. 
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Nomenclature 
Bi = Biot number, hr0/kp 

c = specific heat, J kg~' K~' 
H = enthalpy, J kg"' 
h = convective heat transfer coefficient, W m~2 K~ 
k = thermal conductivity, W irT' K~' 

N = number of nodes 
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r = radial coordinate, m 
Ste = Stefan number 

T = temperature, K 
t = time 
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Greek Symbols 

a = thermal diffusivity (=fc/pc), m2 s"1 

0 = half the angle between two fins 
e = half of the phase-change temperature range, K 
(/> = nondimensional temperature 
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A = latent heat, J k g 1 

9 = angular coordinate 
p = density, kg irT1 

T = nondimensional time, aptlrl 
to = nondimensional angular coordinate, 6V|3 
i// = nondimensional enthalpy 

Subscripts 

b 
c 
f 

'. J 
init 

P 
s 

00 

= boundary 
= junction node 
= fin 
= node designation 
= initial 
= phase-change material 
= saturated condition 
= surrounding coolant 

1 Introduction 
Latent heat thermal storage units have received greater attention 

in the recent years due to their advantages of modular construction, 
reliability, isothermal behavior of energy source, and pollution-
free operation. However, such units suffer from the disadvantage 
that the heat transfer rate decreases as the interface moves away 
from the heat transfer surface, due to the increasing thermal 
resistance offered by the solidified phase-change material. This 
calls for the usage of proper heat transfer enhancement methodol­
ogies. 

The use of finned tubes with different configurations to enhance 
heat transfer has been reported by various researchers. Studies on 
external annular fins were made by Lacroix (1993), Padmanabhan 
and Krishnamurthy (1986a, b), and Sparrow et al. (1981). Griffin 
and Smith (1980) and Smith and Koch (1982) have done a theo­
retical study of solidification adjacent to a flat-finned surface. 
Velraj et al. (1997) have presented experimental results of a 
thermal storage unit consisting of a vertical cylindrical tube con­
taining the phase-change material with internal longitudinal fins. 
Among the various methods employed for modeling the phase-
change problems, the enthalpy formulation is widely used. Sham-
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related parameter are suspected to be responsible for this increase. 
Further experimentation with different binary combinations is rec­
ommended along with accurate measurements of contact angle 
changes in this region. 
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A = latent heat, J k g 1 

9 = angular coordinate 
p = density, kg irT1 

T = nondimensional time, aptlrl 
to = nondimensional angular coordinate, 6V|3 
i// = nondimensional enthalpy 

Subscripts 

b 
c 
f 

'. J 
init 

P 
s 

00 

= boundary 
= junction node 
= fin 
= node designation 
= initial 
= phase-change material 
= saturated condition 
= surrounding coolant 

1 Introduction 
Latent heat thermal storage units have received greater attention 

in the recent years due to their advantages of modular construction, 
reliability, isothermal behavior of energy source, and pollution-
free operation. However, such units suffer from the disadvantage 
that the heat transfer rate decreases as the interface moves away 
from the heat transfer surface, due to the increasing thermal 
resistance offered by the solidified phase-change material. This 
calls for the usage of proper heat transfer enhancement methodol­
ogies. 

The use of finned tubes with different configurations to enhance 
heat transfer has been reported by various researchers. Studies on 
external annular fins were made by Lacroix (1993), Padmanabhan 
and Krishnamurthy (1986a, b), and Sparrow et al. (1981). Griffin 
and Smith (1980) and Smith and Koch (1982) have done a theo­
retical study of solidification adjacent to a flat-finned surface. 
Velraj et al. (1997) have presented experimental results of a 
thermal storage unit consisting of a vertical cylindrical tube con­
taining the phase-change material with internal longitudinal fins. 
Among the various methods employed for modeling the phase-
change problems, the enthalpy formulation is widely used. Sham-
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Fig. 1 Cross section of a typical tube-fin arrangement of the latent heat 
thermal storage system 

sunder and Sparrow (1975), Voller (1990), and Lacroix (1993) 
have used enthalpy formulation for modeling phase-change prob­
lems and solved the system of equations through different ap­
proaches. Date (1991) generalized the enthalpy temperature rela­
tionships in such a way that no "bookkeeping" is required to 
identify the phase change and the single-phase nodes. Subse­
quently Velraj et al. (1997) have modified this relationship to 
accommodate materials having either constant or a range of phase-
change temperatures. 

The heat transfer analysis during the inward solidification of a 
phase-change material kept inside a longitudinal internally finned 
vertical tube is discussed in this paper. As to the authors' review 
there does not seem to be any theoretical study on this type of 
fin-tube configuration for latent heat thermal storage units. A 
unique feature in this formulation is that the heat flow in the 
circumferential direction along the tube wall is taken into account 
and its importance is discussed for a practical range of Biot 
numbers. The combined effect of Biot and Stefan number is 
discussed. The temperature distribution along the radial direction 
in the fin and along the circumferential direction in the boundary 
wall, the interface location in the phase-change material region, the 
surface heat flux, and the fraction solidified are shown and dis­
cussed for a practical range of parameters. 

2 Statement of the Problem 
The phase-change material filled vertical tube with "n" number 

of longitudinal fins internally attached, parallel to the axis of the 
tube and evenly placed along the circumference is kept in a 
container. The finned tube-container assembly is initially at a 
uniform temperature which is equal to or slightly greater than the 
phase-change temperature. The temperature of the circulating 
coolant in the container is suddenly lowered to a value less than the 
phase-change temperature and the tube assembly is subjected to a 
convective environment and subsequently the solidification pro­
ceeds towards the center of the tube. The cross section of the 
physical model considered is shown schematically in Fig. 1. Since 
symmetry prevails along the center line between two successive 
fins, only one-half of the region between two fins is chosen for the 
analysis and this included angle is denoted as /3. 

Governing Equations. The assumptions made are as follows: 
The thermophysical properties of the liquid and the solid phases 

of the phase-change material are the same except for the density. 
They remain constant with respect to temperature. The buoyancy 
force from volume change due to phase change is neglected. The 

heat conduction in the fin and the wall is one-dimensional—radial 
in the fin and circumferential in the wall. There is no temperature 
variation in the axial direction inside the paraffin tube since the 
circulating fluid is maintained at a constant temperature. In the 
case of a phase-change material which changes phase over a range 
of temperature, the enthalpy temperature relationship during phase 
change is assumed to be linear. 

In accord with these assumptions, the energy conservation equa­
tions governing the process are expressed in nondimensional form 
using the following nondimensional variables: 

$ = c„(T - T,„ + e)/A; i// = H - HJk where, Hs = c„(T„, -
e); T = aptlrl; R = r/r0; co = 0/j3; AR = A/7r0; Aw = A0/j3; 
wf0 = wflra; ww = wjr0; p* = p,,/p,,,\ apb = a„lab apf = 
a,,/a/, kp! = kplkf; kb{ = k,,/k/, Bi = hr0lkp; Ste = cp(T,„ — e 
- r„)/A 

For the PCM: (0 < R < 1 & 0 1) 

dip 1 d d( 

dT R BR\ 8RJ fi2R2 du>' 

1 1 dc 
(1) 

The nondimensional enthalpy-temperature (</> — ip) relations for 
the three regions are 

<$> = ip; tp < 0 (Solid) 

4> = r ^ T ^ *\>\ 0 < i|» < 1 + - ~ (Interface) A + 2ec„ A 

<j) = ip - 1; ip > 1 + - ~ (Liquid). 
A 

For the Fin: 

a"f dr BR2 R$wfa duo • 

(2) 

(3) 

For the Boundary Wall: 

d<j>b 1 d2cj>b k b d<p. Bifc 
Pb 

U ' " 3 T " 0 2 dco2 wb0 dR,R= 

For the Junction Node: 

d<j>c _ 2 d4>h 1 d(j)f 
b dT ~ fiwf0 dco kbfwb0 dR'""' 

WfcO 

Bikpb 

wb0 

( S t e + </>»)• 

(4) 

( S t e + 4>b). (5) 

Generalized Enthalpy Temperature Relationship. The 
enthalpy-temperature relations are now generalized as 

c\> = i// + \\i' (6) 

where 

t/f' = 0.5(| 1 + a - ijj\ - |i//| - 1 - a)/(l + a), 

with a = 2ecpIX. (7) 

It can be seen that i// = 0 corresponds to solid phase, i// = - 1 
for liquid phase and during phase change <p' = — i|»/(l + a). 
Since i///(l + a) represents the liquid fraction of the node, 1 + i// 
= 1 — (i///(l + a)) represents the solid fraction. For materials 
having a constant phase-change temperature (e = 0) Eq. (7) 
reduces to exactly the same expression as given by Date (1991). 

The initial conditions are 

T = 0 : 4>p= 4>Mt, 4>f = < / > , , = (8) 

and the equations of continuity of temperature and (heat flux) at 
the fin-pcm and the pcm-wall contact faces, respectively, are 

<!>,= 4>p at a) = 0 , 0 < R < 1 
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4>b = 4>„ at R = 1, 0 < o) < 1. (9) 

It is seen from the formulation, that all the energy equations are 
coupled and are to be solved simultaneously. 

3 Computational Procedure 
The coupled governing equations are written in discretized 

implicit form and are solved using Gauss-Siedel iterative method. 
Grid size was varied between 0.1 to 0.04 to study the effect of grid 
size on accuracy and computation time. While increasing the grid 
resolution further, convergence could be obtained only if AT is also 
reduced correspondingly. This increased the overall computation 
time. However, since sufficient accuracy was obtained with a grid 
size of 0.1 (10 X 10 matrix), these results were used for further 
analysis. 

In order to check the accuracy of the numerical scheme, the fin 
thickness was made equal to zero (no fin configuration) and the 
results obtained were compared with the exact solution for inward 
solidification with convection boundary condition (London and 
Seben, 1943). The results were found to be in close agreement 
(± one percent). 

The cumulative fraction solidified in the given interval of time 
can now be obtained as 

fraction solidified 

2 2 (AR2Ao))(/ - i)(l + tf) V <Ki, j) < 0. (10) 
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Fig. 3 Temperature variation of the boundary wall along the circumfer­
ential direction with Biot number as parameter at different times (Ste = 
0.1) 

While calculating the fraction solidified, it should be recalled that 
1 + iji' gives the solid fraction for each node. 

The area averaged instantaneous surface heat flux, "/," is nor­
malized with respect to its initial value which is the maximum 
value (7max) and is given by the expression 

SHF = j — = 
* max 

X [A»j3(4»j + Ste)] + ^ p (<£c + Ste) 

P + ^pj(<h.it+Ste) 

where 

r n 2 (ID 

4 Results and Discussion 
The computed results presented here show the effect of impor­

tant nondimensional parameters on the temperature distribution 
along the fin and the tube wall, the interface location, the fraction 
solidified, and the instantaneous heat flux. It is observed from the 
formulation and the results that the performance of the model 
depends on the parameters shown below. The specific values of the 
parameters mentioned below are applicable for all the graphs 
unless otherwise specified. 

<x„h= 0.0025; k„,= 0.005 *Pb pf 0.05; 

Bi = 10; p* = 1; « = 4 

ap/= 0.0025; kbf= \; ^ = 0.05; 

Ste = 0.1; 4>tait=0.01 

Temperature Distribution. The temperature variation along 
the fin and the boundary wall are shown in Fig. 2 and Fig. 3, 
respectively, for Biot number as parameter at different times. In 
the above-mentioned figures, <£ = 0 for the fin and boundary wall 
corresponds to the case that they are at the beginning of the 
phase-change process (Tm - e) whereas <f> > 0 implies that the fin 
and boundary temperatures are higher than {T,„ — e). Figures 2 
and 3 show that there is an appreciable variation in temperature of 
the fin, <j>f, along its length and in the boundary wall, (j>b, along its 
circumferential direction for small times (especially nearer to the 
fin tip). However, as the solidification progresses, the variation of 
(j>f and (j>b becomes smaller. 

It is seen from Fig. 2, for Bi = 1, <j)f curves are relatively flat at 
all times and this shows that the heat flow from the phase-change 
material through the fin is very small. For such low values of Biot 
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number the addition of internal fins to the phase-change material 
does not enhance the rate of solidification. The fin-tip temperature 
drop at small times for a higher Biot number shows that a larger 
amount of heat is extracted through the fin. Figure 3 shows the 
temperature variation along the boundary wall. As a large quantity 
of heat flows from the phase-change material through the fin to the 
junction node at small times, the surface area of the tube in contact 
with the fin tip is not sufficient to pass all the heat. This results in 
a larger variation in the boundary wall temperature near the junc­
tion node, resulting in heat flow in the circumferential direction, 
especially for a higher Biot number as shown in Fig. 3. 

Interface Location. The interface locations plotted in Fig. 4 
shows the propagation of the phase front at different rates from the 
wall and the fin. Due to the presence of the fin, the phase change 
starts from the fin surface and the center of the tube as well as from 
the tube wall simultaneously. Since the mass of the phase-change 
material enclosed between the fins at the center of the tube is less, 
the rate of interface movement near the center of the tube is faster 
compared to that at the boundary side. This is due to the faster rate 
of abstraction of heat through the fins. The conductivity of the fin 
is nearly 500-2000 times higher than that of the phase-change 
material depending on the fin material. This causes more heat to 
pass from the phase-change material at the center region through 

the fin compared to that portion of the heat that comes from the 
phase-change material at the middle and near the wall during the 
beginning of solidification. 

In the unfinned latent heat thermal storage system, the phase-
change material away from the tube surface faces maximum ther­
mal resistance. This drawback is overcome by the present fin 
configuration that forms a V-shaped enclosure and the fin gives 
uniformly increasing thermal contact with the phase-change ma­
terial farther away from outer radius. Padmanabhan and Krish-
namurthy (1986) have presented the results for a longitudinal 
externally finned tube configuration, and reported that the interface 
moves only in the radial direction whereas, from the present results 
it is seen that the fin has substantial influence on the phase-change 
material especially nearer to its surface at the center of the pipe. 

Frozen Fraction and Surface Heat Flux. The performance 
of latent heat thermal storage units are closely related to the 
variation in frozen volume fraction and the surface heat flux which 
in turn depend upon the parameters listed in the beginning. The 
variation of surface heat flux and volume fraction with time is 
shown in Fig. 5 for no fin and fin configuration with kpf as the 
parameter. Curves are also drawn with ww = 0. Keeping wm = 
0 implies the absence of circumferential heat flow. The effect of 
circumferential heat flow will be maximum when kpf is the least. 
Hence, for the case with wb0 = 0, surface heat flux is drawn for 
the smallest value of kpf (0.0005). From the figure it is seen that for 
the case with wm = 0, there is a noticeable difference in the 
volume fraction and surface heat flux curves. Hence, while mod­
eling such storage units with fin configuration, it is necessary to 
include the effect of circumferential heat flow through the tube 
wall for higher values of Biot numbers in order to correctly predict 
the heat transfer behavior. 

Numerical results are obtained for Bi = 1 to 50 at different 
intervals, and due to space limitations it is shown only for Bi = 10. 
Figure 5 shows the variation of surface heat flux and volume 
fraction for Bi = 10. The surface heat flux continuously decreases 
with time and its value at the end of the process is about 0.10 to 
0.15 for the fin configuration whereas for no fin this value is about 
0.02. There is about 75 percent to 175 percent gain in solidification 
time for the four-fin configuration over no-fin configuration for 
different kpf values. Lower values of kpl have appreciable influence 
on the volume fraction. However, for kpf < 0.005 there is no 
appreciable change in volume fraction. 

It is observed from the studies the surface heat flux remains 
constant for lower Biot number (Bi ^ 1) and the gain in solidifi-
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cation time with fins is marginal. Whereas for Bi = 50 the gain in 
solidification time is about three to fourfold for the four-fin con­
figuration over no-fin configuration. The addition of fins has dif­
ferent advantages for different Biot numbers. For lower Biot 
numbers though there is not much gain in the solidification time, 
the fin is very useful in achieving a uniform surface heat flux with 
time. For a higher Biot number, the gain in solidification time is 
high but the surface heat flux, though not uniform, is higher for fin 
configuration. Hence, depending on the application, a suitable Biot 
number is to be selected. 

Figure 6 shows the combined effect of Stefan and Biot numbers 
on the surface heat flux and volume fraction. Two different values 
of h and (Tm - r„) are so chosen to yield the same value of the 
product, Ste X Bi to study the effect of Biot and Stefan numbers. 
The product so selected is useful to study the combined variation 
of h and (Tm - 7*„) on the process keeping the rest of the variables 
in the product as constants. The initial surface heat flux [h X (T,, 
- T„)] is the same for both the cases due to the fact that Tm and 
T,, are the same at the beginning of solidification (the phase-
change material is in liquid-saturated condition). Since all the other 
physical and geometric properties are kept constant, the total 
quantity of heat extracted is also the same for both cases. It is seen 
that the variation of surface heat flux is more uniform throughout 
the process for a lower Biot number and higher Stefan number. 
This shows that the selection of combination of Stefan and Biot 
numbers plays an important role in the design of the latent heat 
thermal storage unit. 

For a given tube radius, any increase in wb0 and w/0 results in 
higher values of the boundary wall thickness and the fin width, 
respectively. It was numerically observed that the curves for wbB = 
0.01 and 

wbo ~~ 0.05 are very close indicating that there is not 
much gain in the solidification rate with increase in the boundary 
wall thickness above wm = 0.01. Hence, it is not required to 
increase the boundary wall thickness beyond a minimum value 
required for mechanical stability. However, it was observed that 
there is a moderate variation in the solidification rate with increas­
ing w{0. Beyond a value of w/0 of about 0.01 to 0.02, the increase 
in fin effect is not proportionate to the increase in volume of the fin 
material. The above set of values of wM and w/0 would be appro­
priate for most of the applications. 

5 Conclusion 
Among the various fin configurations, the present configuration 

gives maximum benefit of the fin to the phase-change material 
farther away from the convectively cooled surface. It is necessary 
to include the effect of circumferential heat flow through the tube 
wall for higher values of Biot numbers in order to correctly predict 
the heat transfer behavior. For lower Biot numbers, addition of fins 
makes the surface heat flux more uniform, whereas for higher Biot 
number the addition of fins will improve the magnitude of the 
surface heat flux and appreciably reduce the time for solidification. 
For a given quantity of heat to be extracted, a combination of lower 
Biot number and higher Stefan number (within the practical range) 
is recommended for the uniform extraction of heat. The present 
heat transfer studies will be very useful for the design of latent heat 
thermal storage units. 

Acknowledgment 
This work was initiated with an experimental study at Solar 

Institut Juelich (SIJ), Fachhochschule Aachen, Juelich, Germany. 
The authors are thankful to Prof. K. Schwarzer and his colleagues 
at SIJ for their cooperation and assistance. 

Lacorix, M., 1993, "Study of the heat transfer behavior of a latent heat thermal 
energy storage unit with a finned tube," Int. J. Heat. Mass. Transfer, Vol. 36, No. 8, 
pp. 2083-2092. 

London, A. L., and Seban, R. A., 1943, "Rate of Ice Formation," ASME JOURNAL 
OF HEAT TRANSFER, Vol. 65, pp. 771-778. 

Padmanabhan, P, V., and Krishnamurthy, M. V., 1986a, "Outward phase change in 
a cylindrical annulus with axial fins on the inner tube," Int. J. Heal Mass Transfer, 
Vol. 29, No. 12, pp. 1855-1868. 

Padmanabhan, P. V., and Krishnamurthy, M V., 1986b, "Outward phase change in 
a cylindrical annulus with circumferential fins," Proc. 8th International Heat Transfer 
Conference, San Francisco, CA, pp. 1773-1779. 

Shamsundar, N., and Sparrow, E. M , 1975, "Analysis of Multidimensional Con­
duction Phase Change via the Enthalpy Model," ASME JOURNAL OF FIEAT TRANSFER, 
Vol. 97, pp. 333-340. 

Smith, R. N„ and Koch, J. D„ 1982, "Numerical Solution for freezing adjacent to 
a finned surface," Proceedings of Seventh International Heat Transfer Conference, U. 
Grigull, et al., eds., Munchen, Germany, pp. 69-74. 

Sparrow, E. M., et al., 1981, "Freezing on a finned tube for either conduction 
controlled or natural convection controlled heat transfer," Int. J. Heat. Mass. Transfer, 
Vol. 24, pp. 273-284. 

Velraj, R„ et al., 1997, "Experimental Analysis and Numerical Modeling of Inward 
Solidification on a Finned Vertical Tube for a Latent Heat Storage Unit," Solar 
Energy, Vol. 60, No. 5, pp. 281-290. 

Voller, V. R., 1990, "Fast implicit Finite-Difference Method for the Analysis of 
Phase Change Problems," Numerical Heat Transfer, Part-B, Vol. 17, pp. 155-169. 

Heat Conduction From Spheroids 

R. S. Alassar1 

Introduction 
The solution of the problem of heat conduction from a sphere is 

available in the literature (Ha and Yavuzkurt, 1993). The sphere, 
however, is a special case of the generalized spheroidal geome­
tries. These spheroids are of two types, namely oblate and prolate. 
The analytical solutions of the problem of conduction heat transfer 
from oblate and prolate spheroids are obtained here. Two special 
cases can be obtained from the general solutions, namely the 
sphere and the flat circular disk. The present work has relevance in, 
for example, heat transfer in stationary packed beds. The results 
can be of use to a wide range of applications where Biot and 
Rayleigh numbers are small and fluid heat conduction dominates 
the thermal resistance. Such conditions can be found at small 
length scales. 

Solution 
Consider a hot spheroid (oblate or prolate) of major and minor 

axes 2a and 2b, respectively. The spheroid is at temperature Ts, 
which is hotter than the fluid around it whose temperature is 7"„ as 
shown in Fig. 1 (Alassar, 1997). When the fluid surrounding the 
spheroid is stagnant, heat is transferred only by conduction. Using 
the oblate spheroidal coordinates (Arfken, 1970), the steady heat 
conduction process is governed by the following equation: 
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and the corresponding equation (in prolate spheroidal coordinates) 
for prolate spheroid is 
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cation time with fins is marginal. Whereas for Bi = 50 the gain in 
solidification time is about three to fourfold for the four-fin con­
figuration over no-fin configuration. The addition of fins has dif­
ferent advantages for different Biot numbers. For lower Biot 
numbers though there is not much gain in the solidification time, 
the fin is very useful in achieving a uniform surface heat flux with 
time. For a higher Biot number, the gain in solidification time is 
high but the surface heat flux, though not uniform, is higher for fin 
configuration. Hence, depending on the application, a suitable Biot 
number is to be selected. 

Figure 6 shows the combined effect of Stefan and Biot numbers 
on the surface heat flux and volume fraction. Two different values 
of h and (Tm - r„) are so chosen to yield the same value of the 
product, Ste X Bi to study the effect of Biot and Stefan numbers. 
The product so selected is useful to study the combined variation 
of h and (Tm - 7*„) on the process keeping the rest of the variables 
in the product as constants. The initial surface heat flux [h X (T,, 
- T„)] is the same for both the cases due to the fact that Tm and 
T,, are the same at the beginning of solidification (the phase-
change material is in liquid-saturated condition). Since all the other 
physical and geometric properties are kept constant, the total 
quantity of heat extracted is also the same for both cases. It is seen 
that the variation of surface heat flux is more uniform throughout 
the process for a lower Biot number and higher Stefan number. 
This shows that the selection of combination of Stefan and Biot 
numbers plays an important role in the design of the latent heat 
thermal storage unit. 

For a given tube radius, any increase in wb0 and w/0 results in 
higher values of the boundary wall thickness and the fin width, 
respectively. It was numerically observed that the curves for wbB = 
0.01 and 

wbo ~~ 0.05 are very close indicating that there is not 
much gain in the solidification rate with increase in the boundary 
wall thickness above wm = 0.01. Hence, it is not required to 
increase the boundary wall thickness beyond a minimum value 
required for mechanical stability. However, it was observed that 
there is a moderate variation in the solidification rate with increas­
ing w{0. Beyond a value of w/0 of about 0.01 to 0.02, the increase 
in fin effect is not proportionate to the increase in volume of the fin 
material. The above set of values of wM and w/0 would be appro­
priate for most of the applications. 

5 Conclusion 
Among the various fin configurations, the present configuration 

gives maximum benefit of the fin to the phase-change material 
farther away from the convectively cooled surface. It is necessary 
to include the effect of circumferential heat flow through the tube 
wall for higher values of Biot numbers in order to correctly predict 
the heat transfer behavior. For lower Biot numbers, addition of fins 
makes the surface heat flux more uniform, whereas for higher Biot 
number the addition of fins will improve the magnitude of the 
surface heat flux and appreciably reduce the time for solidification. 
For a given quantity of heat to be extracted, a combination of lower 
Biot number and higher Stefan number (within the practical range) 
is recommended for the uniform extraction of heat. The present 
heat transfer studies will be very useful for the design of latent heat 
thermal storage units. 
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Heat Conduction From Spheroids 

R. S. Alassar1 

Introduction 
The solution of the problem of heat conduction from a sphere is 

available in the literature (Ha and Yavuzkurt, 1993). The sphere, 
however, is a special case of the generalized spheroidal geome­
tries. These spheroids are of two types, namely oblate and prolate. 
The analytical solutions of the problem of conduction heat transfer 
from oblate and prolate spheroids are obtained here. Two special 
cases can be obtained from the general solutions, namely the 
sphere and the flat circular disk. The present work has relevance in, 
for example, heat transfer in stationary packed beds. The results 
can be of use to a wide range of applications where Biot and 
Rayleigh numbers are small and fluid heat conduction dominates 
the thermal resistance. Such conditions can be found at small 
length scales. 

Solution 
Consider a hot spheroid (oblate or prolate) of major and minor 

axes 2a and 2b, respectively. The spheroid is at temperature Ts, 
which is hotter than the fluid around it whose temperature is 7"„ as 
shown in Fig. 1 (Alassar, 1997). When the fluid surrounding the 
spheroid is stagnant, heat is transferred only by conduction. Using 
the oblate spheroidal coordinates (Arfken, 1970), the steady heat 
conduction process is governed by the following equation: 
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and the corresponding equation (in prolate spheroidal coordinates) 
for prolate spheroid is 
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Fig. 1 The oblate and prolate spheroids 
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sinh £, d£ 
sinh £ 

5(p 
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l d 

sin T) 3TJ 
sin TJ 

dip 
= 0 (2) 

where <p = (T — T„)/(TS — T„) is the dimensionless temperature. 
The boundary conditions to be satisfied are the scaled thermal 
conditions on the surface of the spheroid defined by £ = £„ = 
tanh''(b/a) and the far-field conditions. These can be expressed as 

? = 1 at ^ = f , (3) 

ep -» 0 as £ -> oo. (4) 

The local amount of heat transferred from the spheroid is 

K f da>\ 

«<*) = -/;UL (5) 
where K is the thermal conductivity of the fluid. The quantity /, is 
a scale factor of the relevant coordinate system and is given by /[ 
= c'Vsinh2 £ + cos2^r) in case of an oblate spheroid and by lx = 
c'Vsinh2 £ + sin21) for a prolate spheroid with c' being the focal 
distance. 

The local Nusselt number (N„) is defined as 

N„(v) 
2aq{j}) 

(6) 

The steady amount of heat transferred by conduction can be 
obtained by solving Eqs. (1) and (2) and then using the solutions 
in Eqs. (5) and (6). The solutions of Eqs. (1) and (2) can be 
obtained by geometrically observing that the dimensiopless tem­
perature <p is independent of TJ; a mathematical proof is also 
possible which results in a direct integration of the equations 
subject to the boundary conditions (3) and (4). It can be easily 

N„ 

1 

Fig. 2 Local Nusselt number (oblate) 

shown that the local Nusselt number associated with conduction 
from an oblate spheroid is given by 

NU(V) = - (2 tan ' eio — TT) ,/sinh2 £„ + cos2 -q 
(7) 

In the limit £„ —* °°, the oblate spheroid becomes a sphere. One 
can show that 

lim NU(V) = 2 (8) 

which is, as expected, independent of TJ. On the other hand, when 
£0 —> 0, the oblate spheroid becomes a flat circular disk. The 
following result for the local Nusselt number in the case of a 
circular disk can be obtained, 

70 —i 

N„ 

Fig. 3 Local Nusselt number (prolate). Curves from top to bottom are for 
Wa = 0 .1 ,0 .2 , . . . , 1.0. 
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Fig. 4 Averaged Nusselt number (oblate) 

lim JV„(T)) = 

"1 
1.0 

{o-»0 Trlcos TJI 
(9) 

Averaging the Nusselt number over the surface of the oblate 
spheroid gives the averaged Nusselt number, N„, as 

N„ 

cosh £„[2 tan"1 es° - IT] 1 + sinh £„ tanh £„ In I coth L 

(10) 
One can also show that 

30 • 

Nu 
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Fig. 5 Averaged Nusselt number (prolate) 

and 

lim Nu = 2 

lim N„ = ~. 

(11) 

(12) 

The result obtained in Eq. (11) is identical to that obtained from 
the analysis of heat transfer from a sphere. By similar analysis, one 
can show that the local Nusselt number associated with conduction 
heat transfer from a prolate spheroid is given by 

JV.(Tl) = -
2 coth £„ 

In 
,(- _ 
ek+ 1 

(13) 
1/sinh2 £„ + sin2 TJ 

In the limit £„ —» °°, the prolate spheroid also approaches a 
sphere. The following limiting case is analogous to the one given 
in Eq. (8), 

lim W„(TJ) = 2, (14) 

and when £„ —* 0, the prolate spheroid becomes a thin needle and 
the Nusselt number is unbounded. 

The averaged Nusselt number for prolate spheroid takes the 
following form: 

4 cosh £„ 
'"« 

and 

sinh2£„ 

once more 

In {$ + i J t l + 

lim Nu 

coth f„ cosh f„ 

= 2. 

tan '(csch«B)] 

(15) 

(16) 

Graphical representations of the local Nusselt number for 
oblate and prolate spheroids for different axis ratios, including 
the limiting cases, are shown in Figs. 2 and 3, respectively. The 
averaged Nusselt number for oblate and prolate spheroids is 
shown in Figs. 4 and 5. An interesting feature of Fig. 4 is that 
the heat transfer rate reaches a maximum value at b/a ** 0.132. 
This phenomenon may be explained by observing that the local 
Nusselt number, Fig. 2, increases with the decrease of b/a near 
T; = 90. The opposite is true near TJ = 0 and T/ = 180. Since the 
averaged Nusselt number is related to the area under the local 
Nusselt number curve, these two opposing trends compete to 
build the maximum value of the averaged Nusselt number at 
b/a « 0.132. 
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A Theoretical Study, With 
Experimental Verification, of the 
Temperature-Dependent Viscosity 
Effect on the Forced Convection 
Through a Porous Medium Channel 

D. A. Nield,1 D. C. Porneala,2 and J. L. Lage3 

Introduction 

The problem of forced convective flow in a channel is a topic of 
fundamental importance, and one which features prominently in 
textbooks on convective heat transfer such as Bejan (1984/1995) 
and in articles in handbooks such as those by Kays and Harnett 
(1973) or Shah and Bhatti (1987). However, it appears that there is 
little accessible information available on the practically important 
but complex case where the effect of the dependence of the 
viscosity on temperature is included. In this case, the velocity 
profile depends on the temperature field and the latter also depends 
on the former, so in general a system of coupled differential 
equations must be solved. 

Considering specifically the case of flow through a porous 
medium, an analytical treatment of convection by a temperature-
dependent fluid was presented recently by Ling and Dybbs (1992). 
However, their model is restricted to convection through a porous 
medium adjacent to an isothermal flat plate. 

Our purpose is to present a theory, based on a perturbation 
approach, which permits the determination of the effect of viscos­
ity variation (with temperature) on the pressure drop of a convec-
tively cooled, porous medium channel. The need for such a theory 
is not only fundamental but also practical. New designs of micro-
porous enhanced cold plates for cooling airborne microelectronics 
rely on brazed metallic porous inserts for improved thermal effi­
ciency (Lage et al., 1996; Antohe et al., 1996; Antohe et al, 1997). 
These devices are to be cooled with PolyAlphaOlefin (PAO), a 
very common synthetic oil used for cooling military avionics. This 
oil has viscosity strongly dependent on temperature, 

lx(T) =0 .1628 r- ' 0 8 6 8 , 5 ° C < r < 1 7 0 ° C , (1) 

where T is the temperature in °C, and /x is the dynamic viscosity 
in kg/ms (Chevron, 1981). The prediction of the thermohydraulic 
behavior of these devices, particularly the pressure drop increase 
imposed by the porous insert, is critical for design optimization. 

Our theoretical analysis provides a detailed explanation of the 
way in which the temperature effect comes into play. The validity 
of the model prediction is checked against experimental data 
obtained from tests of PAO flowing through a typical microporous 
cold plate. Obviously, our theory is not limited to PAO, but to any 
coolant presenting temperature-dependent viscosity (with other 
properties being much less affected by temperature). PAO was 
chosen as our test fluid because it presents immediate application 
interest to the avionics industry. 
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Theoretical Model and Discussion 

We consider the flow of an incompressible fluid in a channel 
between plane parallel plates at y = ±H (i.e., H is the half-
spacing of the channel, y being a Cartesian coordinate transverse 
to the plates). The thermal boundary conditions are symmetrical 
ones of uniform heat flux. The Peclet number is assumed to be 
sufficiently high for the axial thermal conduction to be neglected. 
Fluid properties other than the viscosity jut are assumed to be 
constant (a good approximation for most fluids, including PAO). 
The energy equation in this case is 

u dT d2T 

aJx^Jy* ( 2 ) 

where a is the thermal diffusivity, x is the longitudinal coordinate, 
and u is the longitudinal fluid speed. Equation (2) is valid when the 
fluid velocity is uniform in y (slug flow), which is appropriate to 
a porous medium when the Darcy's Law is valid, i.e., when 

K 
u = -G (3) 

M 

where K is the permeability of the medium and G is the applied 
pressure gradient. Even though the slug flow model is also appro­
priate for the hydrodynamically undeveloped flow of a low Prandtl 
number fluid, in the following analysis just the porous medium 
situation is considered, in line with our practical application. 

For the present case (uniform wall heat flux) the variables x and 
y of Eq. (2) can be separated in an additive fashion (compare Eqs. 
(3.56) and (3.59) of Bejan (1984/1995)) and the First Law of 
Thermodynamics leads to 

dT _dTm _ aq" 

dx dx kHum 

where um is the bulk (mean) longitudinal speed, q" is the boundary 
heat flux, k is the thermal conductivity, and Tm is the bulk tem­
perature defined generally as 

1 [» 
Tm = ^Ji\ uTdy- (5 ) 

J o 

From Eq. (4) it follows that the order of magnitude of the ratio of 
ST/dx and 8T/8y is equal to the reciprocal of the P6clet number, 
and so this ratio is small under an assumption already made. 
Hence, variations of the viscosity with x are neglected in this 
analysis. It follows that one can also assume that the speed u is 
independent of x. 

Using Eq. (4), Eq. (2) gives 

d2T _ q"u 

Up = kHum • ( 6 ) 

The boundary conditions can be rewritten using the wall temper­
ature T„, as 

BT/dy = 0 at y = 0, T= Tw(x) aiy = H. (7) 

A linear approximation (based on a truncated Taylor series 
expansion) for the variation with temperature of the reciprocal of 
the viscosity is made: 

- = — J l ( - T F ) (T-T0)\ (8) 
ix Mo [ Mo \dT)o

 U/J 

where the suffix 0 indicates evaluation at the reference temperature 
T0. A "viscosity variation number," N, is now defined as 

q"H 1 fda\ 
N = ~ - £ (9) 

k Mo \ dT) Q 
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The following perturbation analysis is made on the assumption that 
JV is a small parameter. A process involving successive approxi­
mations is carried out. (A more formal procedure, which leads to 
the same results, is to expand the dependent variables and the 
viscosity in powers of N, substitute in the equations, equate the 
various expressions involving the same power N' of N, and pro­
ceed to solve in turn the system of equations for i = 0, 1, 2, . . . . 
In fact, here the process is stopped at i = 1.) 

The zeroth-order solution is the familiar one corresponding to 
constant viscosity, N = 0. For this case, u = u„. One readily finds 
from Eqs. (5), (6), and (7) 

T = T + —— (V 
" 2kH Ky H2 

T = T -
q"H 

3k 

Nu = 
2Hq" 

k(Tw - Tm) 
= 6 

(10) 

(ID 

(12) 

where Nu is the Nusselt number. Proceeding to the next approx­
imation, one returns to Eqs. (3) and (8) with T given approximately 
by Eq. (10), and with the reference temperature identified with T„. 
(Since T„ is taken to be a slowly varying function of x, there is no 
harm done in doing this. To determine the precise value of N from 
Eq. (9) one has to specify some particular value of*.) This gives 

(K 

« = — G I+\N\I H2 

= | — G 
AT 

1 + I 

(13) 

(14) 

With these expressions for u and um, one returns to Eqs. (6) and 
(7). Working to first order in N, one gets in turn, after some 
algebraic manipulation, 

d2T 

Jy2-'' 

T-T„ 
<Hq" 

H2 - 1 + N 

kH 

1 

12 

It 
2 H' (15) 

1 -
H' 

T„= -
Hq^ 

k 

6V-H* 

1 2 

3 + 4 5 * 

(16) 

Nu= 61 1 - j^N (18) 

The conclusion is that the effect of variation of viscosity with 
temperature is to the Nusselt number being multiplied by a factor 
of approximately (1 - 2N/15), where N, defined by Eq. (9), 
represents the proportional change of viscosity, across the half-
channel-spacing H, corresponding to that hypothetical linear con­
duction temperature gradient in the cross-channel (y-) direction 
which would produce a heat flux q". Looking at Eqs. (13), (15), 
and (17), we see that the change in the value of Nu is a result of 
changes to the velocity profile, the curvature of the temperature 
profile, and the difference between Tm and Tw, in turn. 

For the case of a fluid whose viscosity decreases with increase 
of temperature, N is negative. In moving from the case of zero N 
to that of nonzero negative N, the velocity near the walls is 
increased relative to that in the center of the channel. As a result, 
the curvature of the temperature profile is increased near the walls 
and decreased in the middle of the channel (which has the net 
effect of flattening the overall profile), and this leads to a decrease 

in the magnitude of T„ — Tm, which in turn leads to an increase 
in the magnitude of the Nusselt number Nu. 

The previous analysis has been carried out for just the isoflux 
case. The isothermal case could be treated similarly, but the 
algebraic manipulation would be messier because then trigonomet­
ric functions, as well as polynomials, would be involved. We leave 
this extension to another opportunity, and now we concentrate on 
the experimental verification of the model. 

Experimental Hydraulic Verification 

For testing the theory a microporous cold plate was manufac­
tured. Electric heaters generating a heat flux q" = 0.59 V2, in 
W/m2, where V is the supply voltage in Volts, were used to heat 
the 0.001 m apart channel plates. The total PAO pressure drop 
across the cold plate, Ap„ = p, — p0, was calculated from the inlet 
Pt and outletp„ pressure measurements. Details on the experimen­
tal apparatus and procedure are found in Porneala (1998). 

Using Eq. (14) we can define an expression for the theoretical 
pressure drop Ap across the porous insert when the cold plate is 
heated as 

Ap = 1+yJAp. (19) 

where Ape0 is the pressure drop across the cold plate when the 
heaters are off and the coolant flows at a reference temperature T0 

(taken as the coolant bath temperature, in CC). Using q", H, Eq. 
(1), and /fcPAO = 0.1454 W/m°C, we can simplify Eq. (9) to: N = 
- 2 . 2 X 10~3 V2/T0. 

The verification of Eq. (19) involves measuring Ape0 with the 
heaters off and the coolant flowing at a certain reference (bath) 
temperature, and then using it for comparing the Ap value pre­
dicted by Eq. (19) against the Ape measured experimentally under 
different heating conditions. 

The uncertainties of the PAO flow rate Q and of the experimen­
tal pressure drop Ape are estimated following the recommenda­
tions of Kim et al. (1993). A conservative estimate for the uncer­
tainty of the experimental volumetric flow rate reported in this 
work, UQ/Q, is to five percent. 

Because both precision pressure gages are calibrated by the 
manufacturer using the same equipment and procedure, the result­
ing bias limit of the pressure difference is zero. Therefore, the 
uncertainty of the pressure drop across the cold plate becomes 
equal to the precision limit PApe. This precision limit is estimated 
as being equal to twice the standard deviation of several measure­
ments, or approximately three percent. 

(17) Results 

Figure 1 presents a comparison between the pressure drop 
predicted by Eq. (19) and the pressure drop measured experimen­
tally, versus the coolant volumetric flow rate, for a reference 
coolant temperature T0 = 21°C, and V = 46.9 V (q" = 1 . 3 
kW/m2). In this case, JV = - 0 . 2 3 . It can be seen that the 
analytical estimate obtained from Eq. (19) compares very well 
against the experimental measurements when the flow rate is 
small, deviating to slightly smaller values when the flow rate 
increases beyond 3 X 10~5 m3/s. 

As indicated previously, Eq. (19) is expected to be precise for N 
<̂  1 only. To test this limitation, we have performed additional 
hydraulic tests increasing the voltage to V = 114.9 V (q" = 7.8 
kW/m2). In this case, N - - 1.383. The pressure drop predicted 
by Eq. (19) and the experimental pressure drop values are shown 
in Fig. 2. Observe that the agreement between the prediction from 
Eq. (19) and the measured pressure drop Ap,, deteriorates rapidly 
as the volumetric flow rate increases. 

Also plotted in Fig. 2 is the pressure drop measured without 
heating the cold plate, A/?{0. Observe how the measured pressure 
drop, when heating the cold plate, Ape tends to the pressure drop 
with no-heating, Ape0 as the coolant volumetric flow rate in-
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Fig. 1 Pressure drop versus volumetric coolant flow rate for T0 = 21 °C and V = 46.9 V. 
(Uncertainties: U ipe /Ap, = 3 percent, UQIQ = 5 percent). 

creases. This is explained by the departure of the flow from a linear 
velocity regime (the Darcy regime) dominated by viscous drag, to 
a quadratic velocity regime dominated by the form drag. Recall 
that the form drag is independent of the fluid viscosity. This means 
that when the fluid velocity (or the volumetric flow rate) is in­
creased, the temperature effect on the viscosity of the coolant will 
affect less and less the pressure drop across the cold plate. Because 
Eq. (19) was derived under the assumption of zero form drag, the 
analytical pressure drop estimate of Esq. (19) is limited to linear 
(viscous drag dominated) flow regimes. One can expect the ana­
lytical estimate to deteriorate when the flow rate increases, i.e., 
when the form drag becomes increasingly important. 

For the case shown in Fig. 2, it is relatively easy to determine 
the effective permeability K, and the form coefficient C of the 
porous insert, in m"1, by fitting the experimental no-heating results 
with a function of the type 

L^Q (Q 

^ ° = -TAf
+Lpc (20) 

where L is the cold plate length equal to 0.076 m, Af is the flow 
cross-section area equal to 5.08 X 10~4 m2, and ju,0 and p are the 
PAO viscosity and density at 21°C, respectively, 5.95 X 10-3 

kg/ms and 789.2 kg/m3. The values obtained by curve fitting the 
results of Fig. 2 are K = 3.28 X 10~10 m2 and C = 89.2 X 103 

m"1. As indicated by Lage (1998), the ratio between the form drag 
Dc (responsible for the quadratic flow rate term of Eq. (20)) and 

the viscous drag D^ (responsible for the linear flow rate term of 
Eq. (20)) can be estimated using 

Dc 
D„ 

pCK Q 

1 + 

(21) 

V-a 

where the denominator of the RHS term represents the first-order 
approximation (see Eq. (14)) of the temperature effect on the fluid 
viscosity. 

After substituting the proper values in Eq. (21), one obtains 
DJD^ = 1.42 X 104 Q So, when g ~ 7 X 10~5 m3/s then Dc 

~ D^. This criterion indicates that the results of Figs. 1 and 2 are 
in the range of the transition regime. This is why the analytical 
results deviate from the experimental results as Q increases. 

One of the reviewers has asked for a justification of the high-
Peclet number assumption invoked when writing Eq. (2). For the 
present experimental tests, we can write Pe = QLIAfa. Using the 
values listed previously and aPA0 = 8.68 X 10^5 m2/s we obtain a 
minimum Pe equal to 8,617 establishing that all results satisfy the 
high-Pe assumption. 

Conclusions 
A theory for the thermohydraulic prediction of the single-phase 

convective cooling of a porous medium enhanced enclosure using 
a temperature-dependent viscous fluid is presented. The theory 

Ap (kPa) Eq.(19) 
• Exp. heating, Ape 

"a~ Exp. no-heating, Ape 

• 

, A' ' ^ ^ ~ -

"' " ^^^^ 

^ ' 
• 

- • ' 

..-6 

0.5 1 1.5 2 2.5 3 3.5 4 4.5 

Q (lO'5 m3/s) 

Fig. 2 Pressure drop versus volumetric coolant flow rate for 7"0 = 21 °C and V = 114.9 V. 
(Uncertainties: t/ ips/Ape = 3 percent, U0IQ = 5 percent). 
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considers the first-order effect of viscosity variation on the Darcy 
flow regime valid for low fluid speed. 

When applied to the prediction of the pressure drop across a 
microporous enhanced cold plate, the theory anticipates quite well 
the experimental results as long as the viscosity variation number 
is small compared with unity and the flow regime, under heating 
conditions, is linear in velocity, i.e., when the form drag effect is 
negligible. 

Comparisons with experimental results when N is not small 
compared with unity, and the form drag effect becomes compara­
ble to the viscous drag effect, indicates a consistent departure of 
the theoretically predicted pressure drop values from the experi­
mental values. Obviously, when the form drag predominates, the 
pressure drop can be estimated analytically by neglecting the 
viscous drag, and thus neglecting the heating effect on the fluid 
viscosity. 
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